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In this paper, a numerical model is used to analyze photovoltaic parameters 
according to the electronic properties of InGaN/GaN multiple-quantum-well 
solar cells (MQWSC) under hydrostatic pressure. Finite difference techniques have 
been used to acquire energy eigenvalues and corresponding eigenfunctions of 
InGaN/GaN MQWSC, where all eigenstates are calculated via a 6×6 k.p method 
under an applied hydrostatic pressure. All symmetry-allowed transitions up to the 
fifth subband of the quantum wells (multi-subband model) with barrier 
optical absorption are considered. The linewidth due to the carrier-carrier and 
carrier-longitudinal optical (LO) phonon scattering are also considered. A change 
in pressure up to 10 GPa increases the intraband scattering time up to 38 fs for 
heavy holes and 40 fs for light holes. The raise in the height of the Lorentz 
function reduces the excitonic binding energy and decreases the radiative 
recombination rate up to 0.95×1025cm�3S�1. The multi-subband model has 
a positive effect on the radiative recombination rate. 

1 Introduction 

 Recently, indium gallium nitride alloys have attracted 

much attention for optoelectronic applications [1–4] 

due to their tunable energy bandgap varying from 0.7 

eV to 3.4 eV [5-6]. The absorption range covers a 

significant portion of the solar spectrum, making InGaN 

a promising candidate for multi-junction solar cell 

systems. Moreover, with high radiation resistance, 

thermal stability, and chemical tolerance, InGaN solar 

cells could operate in extreme conditions [7]. The 

temperature and polarization dependence are 

considered preeminent tools in evaluating optical and 

electronic characteristics in III-V nanodevices (e.g., 

solar cells and transistors) [8,9]. The optical absorption 

coefficients are one of the significant parameters in 

calculating the recombination rate in InGaN/GaN 

Multi-quantum solar cell. Therefore, to study the 

recombination rate in detail, we must calculate the 

absorption coefficients in InGaN/GaN MQWSC. The 

effect of alloy on InGaN/GaN MQWSC has been 

investigated by Deng et al. [10]. Also, the temperature 

effect on InGaN/GaN MQWSC has been studied by 

Belghouthi et al. [11] where its efficiency in different 

wells and temperatures has been considered by 

Chouchen et al. [12]. In all these studies, a simple 

analytical relation of quantum well absorption 

coefficient has been used to obtain the electrical and 

electronic characteristics; however, the role of quantum 

barrier absorption coefficient has still not been taken 

into account. Also, in our previous work [13], the 

absorption coefficient of quantum wells has been 
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calculated for the first subband transition without 

considering other subbands. We had not considered the 

effect of barrier optical absorption, three-dimensional 

exciton binding energy, and the linewidth due to the 

carrier-carrier and carrier-longitudinal optical (LO) 

phonon scattering under external disturbances. This 

paper aims to perform these corrections under an 

external perturbation (e.g., hydrostatic pressure).  In 

solar cells with a single-quantum well in the intrinsic 

region, due to the low absorption coefficient of second-

and higher-order subbands, these energy transitions are 

not very effective in the recombination rate; however, 

in multi-quantum wells in the intrinsic region, the 

second-and higher-order transitions significantly affect 

the recombination rate due to more quantum wells. The 

linewidth function (Lorentz function) is one of the most 

important functions for calculating optical parameters, 

such as optical absorption coefficient and gain. The 

optical absorption coefficient is one of the significant 

parameters in calculating photocurrent density in the 

InGaN/GaN Multi-quantum solar cell. The Lorentz 

function also depends on the scattering time and the 

transition energies. In all the work done on solar cells, 

this transition time under external perturbations is fixed 

and often considered to be 0.1ps; in the present study, 

we examine its dependence on pressure. The most 

important advantage of this numerical method and the 

aspect of innovation in this work is the use of five 

important parameters, including effective mass, energy 

gap, lattice constants, dielectric constant and quantum 

barrier, and well thickness, all of which are 

simultaneously dependent on hydrostatic pressure and 

temperature. We also consider the effect of hydrostatic 

pressure on the energy of heavy and light holes and the 

transition energy of the subbands. In this model, the 

conduction band energy, wave functions, and energy 

subbands are obtained from the self-consistent solution 

of the Schrodinger and Poisson equations. The hole 

valance bands (heavy and light hole) energy, wave 

functions, and energy subbands are calculated using a 

6 6×   k.p method. The sample used in the modelling is 

the p–i–n solar cells with an InGaN/GaN MQWSC 

structure within the i-region. The p and n regions are 

based on GaN. The donor and acceptor concentrations 

in the n- and p-region materials are assumed to be equal 

to 318
0.1 10 cm

−× , and 10 wells are considered in the 

present work. It should be notified that the calculated 

built-in polarization field for the structures is about
8 1

~ 10 Vm
− . In the present study, atmospheric and 

hydrostatic pressures are taken into account, i.e., at zero 

hydrostatic pressure only the atmospheric pressure is 

applied. The results and discussions are obtained by 

calculating and drawing the figures. 

 
 

 

2 Calculation Model 

2.1 Self‐consistent solution of Schrödinger‐
Poisson equations  

 The quantum well solar cell (QWSC) consists of a 

multiple quantum well structure in the intrinsic region 

of a p–i–n. The MQW structure introduced for the 

model is constructed by InmGa1-mN with lower indium 

molar fraction (m=0.5) for wells and m=0.4 for barriers, 

as shown in Fig. 1. To obtain accurate values for Fermi 

energy, the energies of quantized levels within the two-

dimensional electron gas (2DEG), potential profiles, 

wave function, and the sheet carrier concentration for 

the 2DEG in InGaN/GaN heterostructures for both  

Schrodinger and Poisson equations must be solved. This 

is achieved by solving Schrodinger’s equation and 

simultaneously taking into account the electrostatic 

potential obtained from Poisson’s equation, as well as 

the image and exchange-correlation potentials using the 

three-point finite difference method [14]. In the 

Schrodinger equation, eFzz is the potential energy 

induced by the polarization charges, Fz  is the electric 

fields in the well, Fw, and barrier, Fb, caused by the 

spontaneous (SP) and piezoelectric (PZ) polarization  

[15-17]. In this work, five parameters, including 

effective mass, energy gap, lattice constants, dielectric 

constant and quantum barrier, and well thickness are 

used which are simultaneously dependent on the 

hydrostatic pressure and temperature as follows: 

1- The basal strain represented as of the form     

( ) ( )( ) ( ), , , , , ,     s e eT P m a a T P m a T P m= −ò  is expressed 

from the lattice of the substrate az and the epilayer

( ) ( ) ( )( )( )0 0, , 1 1 3e refa T P m a m T T P B = + − −
  

β . The lattice 

constants, as a function of temperature, indium molar 

fraction and the hydrostatic pressure [18-20], where 

0 239B GPa=   is the bulk modulus of sapphire,

6 15.56 10GaN Kβ − −= ×  is the thermal expansion 

coefficient at 300ref KT = , ( )0 0.13989 0.03862    a m m= + is 

the equilibrium lattice constant as a function of the 

indium molar fraction [19,20].  

2- Here ℇGaN(T,P) and ℇInGaN(m,T,P) are  the dielectric 

constants of GaN and InGaN while ����������(�, �)  

and LGaN  are  respectively the thickness of  InGaN and 

GaN  as given by [20]: 

                                  

( ) ( )( )4 3

0, 10 exp 10 6.7 10  
GaN

T P T T Pε − −= × − − ×            (1) 

                                    

( ) ( ), , , 6.4   GaN
InGaN m T P T P mε ε= +  ,                         (2) 
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�! = ����������(�, �)= ������(0)#−%&�����������
+ 2&�����������)�*,                              (3)

                               

( ) ( ) ( )11 12, 0 2   GaN GaN
w GaN GaNL L T P L S S P = = − +

 
 .      (4) 

Here,  ( )0InGaNL  and ( )0GaNL  are the InGaN and GaN 

layers thickness without hydrostatic pressure and 

temperature. 11S and 12S are the elastic compliance 

constants.  

3-The band gap energy of InGaN/GaN is as follows [15, 

18, and 20]: 

( ) ( ) ( ) ( )2 2
, 0,0g g eE T P E P P T T Tγ σ α= + + + +  ,       (5) 

where ( )0,0gE stands for the band gap energy of GaN 

or InGaN in the absence of the hydrostatic pressure  at 

temperature 0K. The suggested parameters used in Eq. 

(5) have been taken from Ref 24. In this work the 

parameters α, σ, γ etc. are independent of the electron 

concentration. 

4-In the Schrödinger equation the electron effective 

mass *m  can be written as [21]:  

                                    

( )

( )( )
( )( )

Γ Γ
0

0

* Γ Γ
0

, , 2 / 3
1         

, , , ,

P g S

e g g S

E E P T mm

m P T m E E P T m

+ ∆
= +

+ ∆
 ,      (6) 

where 0m is the free electron mass, Γ
PE is the energy 

linked to the momentum matrix element, 0S∆ is the 

spin-orbit splitting, and ( )Γ , ,gE P T m is the band gap 

variation as a function of the hydrostatic pressure and 

temperature. The whole wave functions and energy 

subbands are calculated along the z-axis using a 6 6×   

k.p method [22,23].  

 The optical absorption expression as a function of the 

photon energy E ′   is calculated as [24,25]: 

-.(/´) = 1ℏ3�
/´45
5�	6788

× 9 : ;<,=>�?@,!
AB,C

�
=,>

|EFG|�%H=I − H>J)�%/´
− /=>)K/=>,                                        (7)

where q and c are respectively the electron charge and 

light vacuum speed; i and j are respectively the 

conduction and valance subband number. 

( ) ( ) ( )
22 2Γ 2 Γij hom ij homL E E E E

 ′ ′− = − +  
π is the 

Lorentzian function, ( )2 2
,

D
r r ijD m W= hπ  is the reduced 

density of the allowed transition of each subband while  
2

ijM represents the transition strengths. These three 

parameters are important in optical absorption. The 

Lorentz function depends on parameters Γhom and ijE , 

where Γhom represents the linewidth of the conduction 

and the valance bands that is related to scattering of all 

carriers (electrons, light, and heavy holes) and phonons 

(see Appendix A) [26,27]. The intraband relaxation 

time 
inτ is obtained from Eqs. (A1) and (A4) as 

( ) ( )in cjk vjkE E= Γ + Γ
 

h τ . Another effective parameter 

regarding the Lorentz function is 
ije h GaN

ij i j g W WbE E E E E eF L= + + − − [28]. That is the 

transition energy of the electron from the conduction 

band to the valance band, where e
iE and h

jE are 

respectively the subband energy of the electron and 

holes in the triangular quantum well while ij
bE is the 

bounding energy of excitons which is dependent on  

external perturbations such as pressure and temperature 

through electron and hole effective masses [28-30]. 

Exciton energies are determined by employing a 

variational procedure [31]. Restricting ourselves to the 

analysis of s-like excitons implies the proposal of a 

normalized trial wavefunction, xΨ , built from the 

product of uncorrelated electron and hole subband states 

together with the inclusion of a hydrogenic-s-like factor 

[32-34]. Then, the exciton energy is obtained by 

minimizing the functional x x x x x xE H= Ψ Ψ Ψ Ψ

where ,x e hh lhH H H H⊥= + + is the exciton Hamiltonian 

that includes the electron one-band Hamiltonian from 

the Schrodinger equation ( )eH , the heavy and light hole 

six-band Hamiltonian from the K.P model ( ),hh lhH , and 

the electron-hole interaction Hamiltonian ( )H⊥ [31-

34]. The binding energy of the s-like exciton resulting 

from the coupling of the electron in the i-th subband and 

the hole in the j-th subband is then given by 
ij e h

i j xbE E E E= + − [31]. The carrier effective mass in the 

i-th sub band can be calculated as follows [35,26] 

                                                       

* * *

1 1 1
1     iw i

i w

w

b

P P
m m m

= − +   ,                                          (8) 

where *
bm and *

wm are the barrier and well carrier 

effective masses,   ( ) ( ) ( )( )    iw iw iw ib ib iw iwP P P P= +ψ ψ ψ  

is the probability of finding  an electron in the quantum 
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well at the level with energy iE .  

( )
2

0
  

GaNd

iw iw iwP dz= ∫ψ ψ  and ( )
0 2

   
InGaN

ib ib ib
d

P dzψ ψ
−

= ∫
respectively represent the wave function of the electron 

in the i-th subband and the wave function penetrating 

towards the quantum barrier. The value of the 

penetrating wave function in the barrier ( )( )ib ibP ψ , is 

the criterion for calculating the quantum confinement 

that is effective on the effective masses of the carriers 

in subbands. The effective masses of light and heavy 

holes are obtained using the 6 6×  k.p method [36]. The 

numerical values of the valance band effective mass 

parameters (Ai) and deformation potentials (Di) are 

taken from reference [21]. By determining the effective 

masses of carriers in quantum wells, through ternary 

formula ( )( )
1

* * *1 1
x xIn Ga N InN GaNm x m x m

−
= − + , the 

effective masses in 
1

*

x xIn Ga Nm
−

 barriers can be obtained 

[37]. By determining the effective mass of the electron 

in the i-th conduction subband and the effective mass of 

the hole in the j-th valance subband, the reduced 

effective mass * 1 1 1
,r ij i jm m m
− − −= +   can be calculated. As a 

result, the reduced density of the allowed transition can 

be calculated where W is the thickness of quantum well. 

The transition matrix element 
2

M   is a measure for the 

strength of stimulated electron transitions in a given 

material. This strength does not depend on the direction 

of the intraband transition; it is the same for emission 

and absorption. However, the transition strength does 

depend on the angle between the electron wave vector 
r
k and the optical field vector E

r
. Any polarization 

direction of the optical field encounters a variety of 

electron 
r
k vectors that needs to be averaged at the given 

photon energy. For bulk zinc blende semiconductors, 

averaging over all possible 
r
k vectors results in an 

isotropic transition matrix element that is equal to the 

momentum matrix element given by ( )0 6b pM m E=  

[25].  pE , is the energy parameter whose numerical 

value is given in Table One.  For quantum well 

structures, the transition matrix element is anisotropic 

while the absorption coefficient depends on the optical 

polarization. Commonly, one distinguishes two 

polarization modes, in which either the electric field 

(TE mode) or the magnetic field (TM mode) lies within 

the quantum well xy-plane (transversal plane). The 

compression strain increases the mean band gap and 

splits the degeneracy of the valence band maximum and 

introduces an anisotropic valence band structure. Note 

that the highest band is now heavy along, k⊥, the strain 

axis (growth direction) with light holes along k∥. 
Consequently, the light beam has TE mode. The 

transition strengths of the TE mode are different for 

heavy (hh) and light holes (lh) Which are calculated as 

[25, 38]  

                                       

( )
2

2 2
3 3cos ( ) 4

TE
e hh e ij bM C M− = + θ ,                           (9) 

                                       

( )
2

2 25 3cos ( ) 4TE
e lh e ij bM C M− = − θ  ,                         (10) 

where cos( )e ijE E′=θ  is the angular factor. 

*
( ) ( )ij i jC x x dx=∫ψ ψ  is the electron-hole overlap integral. 

For the TM mode, the relationships are similar to Eqs. 

(17) and (18), except that the inside of the parentheses 

in Eq. (8) is 
23 3cos ( )e− θ (for heavy holes) and 

21 3cos ( )e+ θ  (for light holes).  It should be noted that 

due to the finiteness of the quantum barriers, the 

orthogonal condition in the overlap integral as well as 

selection rule (i=j) is no longer imposed as all 

symmetry-allowed transition are considered. 

( )1 1 exp
c c ci i f bf E E k T= + −  and 

( )1 1 exp
v v vj j f bf E E k T = + −  

are the Fermi-Dirac 

distribution for electrons in the i-th subband of the 

conduction bands and holes in the j-th subband of 

valance bands, respectively. 
ci

E and 
vj

E are the 

quantized electron and hole energy levels, respectively.  

cf
E and 

vf
E are the electron and hole quasi-Fermi 

levels, respectively. Finally, Adach’s refractive index 

model for 1m mIn Ga N−  is given by [25]:  

6788 =
OP%ℏ⍵ /@⁄ )�� S2 − 2T1 + %ℏ⍵ /@⁄ )U + V.              (11)
Here

 9.827(1 ) 53.57A m m= − − and 

2.736(1 ) 9.19B m m= − −  are alloy-dependent parameters 

that are true for 0.38m< . The absorption coefficient of 

the quantum barrier for continuous states is as follows 

[42]: 

-W(/´) = X�|X̂ ∙ [\]|�
6788	45
5/´^_`5� ×

a: K4´1 − exp%− 21 √4´⁄ ) Γfgh(4 − 4´)� +Γfgh�
i

ABjkl.mnol.pq r , (12)
                                                       

where Ry and 0a are the exciton Rydberg energy and 

Bohr radius, respectively, 4 = %/´ − /s) ^_t is the 

normalized energy measured from the bandgap, and 
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2

0. 6cv pe p m E=
)

is the momentum-matrix element 

of the bulk quantum barrier. The radiative 

recombination rate is given by [43]: 

      2( )rad rad iU B np n= − .                                       (13) 

Here n and p  are the densities of electrons and holes 

in the conduction and valance bands, respectively, while 

i
n is the intrinsic densities of the carriers. The 

recombination coefficient depends on the absorption 

coefficient is calculated from the following equation 

                                         

11

/2 2

2 3 2

2
( ) B

g

E k T

rad eff
E

i

B n E e E dE
n h c

π
α

∞
−= ∫  .             (14) 

If we calculate 
rad

B in a quantum barrier or well, we 

put their absorption coefficients in Eq. (14). The lower 

limits of the integral, i
n  and effn , are also functions of 

the quantum barrier and well areas. The exponential 

term means that, relative to absorption, the contribution 

from the energy level closer to the band edge is much 

more important.  

3 Results and Discussion  

 In this paper, a numerical model is presented to 

calculate the optical parameters of  InGaN/GaN MQW 

Solar Cells (MQWSC) in order to investigate the effect 

of hydrostatic pressure. The Schrodinger and Poisson 

differential equations are solved by the finite difference 

method. Regarding the self-consistent solution of 

Schrodinger-Poisson equations, the iterative method 

mentioned in Refs. [39] and [40] is used. The 

convergence is obtained when the difference on the 

Fermi level associated with two consecutive iterations 

(/u(�) − /u(���) ) is smaller than 410 eV
− ; also, during 

the calculations, the same grid mesh is used for both 

Poisson and Schrödinger equations. The hole 

eigenstates are calculated along the z-axis using a  6 6×
k.p method. Figure 1 shows the dependence of the 

conduction band offset, the bandgaps of InGaN, and 

GaN on the hydrostatic pressure. The increase in the 

hydrostatic pressure with a range of 0-10Pa leads to 

increased conduction band offset. This is attributed to 

an increase in the bandgap energy of GaN and InGaN 

with increased hydrostatic pressure. This phenomenon 

is related to the correction of the atomic distances of the 

crystal lattice by external pressure, leading to a change 

in polarization. Conduction and valance bands with the 

location of quantum wells (electrons and holes), as well 

as valance bands for light and heavy holes, are shown 

in Fig. 2. The optical absorption equation is 

proportional to the spatial overlap of electron-hole wave 

functions, ,ij PC (P = 0, 5, 10), with 0 corresponding to 

the device under no pressure. The overlap regarding 

different pressures relative to ,0ijC is extracted and 

plotted for the first and second subbands in Fig. 3. As 

can be seen, the increase in the pressure decreases the 

spatial overlap while it increases the depth of quantum 

wells. Increased depth of the wells leads to increasing 

the electron and hole densities while decreasing the 

propagation of the wave functions (electrons and holes). 

As a result, the quantum confinement increases and 

decreases the overlap. The Lorentz function is one of 

the most influential parameters in the optical absorption 

equation in addition to its shape. To examine this 

function in detail, the pressure dependence of the 

conduction and valance linewidths is calculated, as 

illustrated in Figs. 4 and 5, respectively. In particular, 

line widths have a decreasing trend with increasing 

pressure. This is since the spatial separation of wave 

functions decreases with increasing carrier density. In 

the case of scattering carriers with phonons (electron-

phonon, heavy hole-phonon, light hole-phonon), the 

decrease in linewidths is due to decreasing the term 

related to the Fermi function in the second term in the 

square bracket of Eq. (A4). The difference between the 

subband energy and the Fermi energy increases with 

increasing hydrostatic pressure, resulting in the 

decrease in the term related to the Fermi function. A 

reduction in the linewidths of the conduction and the 

valance bands increases the intraband relaxation time 

between the electrons and the light and heavy holes, as 

shown in Fig. 6, due to the inverse relationship of 

intraband relaxation time with linewidths. According to 

Fig. 6, an increase in the pressure by 10 GPa changes 

the relaxation time to a mean of 38fs for heavy holes 

and 40fs for light holes. These changes are taken into 

account in the calculation of the Lorentz function. At 

zero pressure for heavy holes, this value is equal to 0.97 

ps, approximately 0.1ps. In the calculations of other 

studies (mentioned in the introduction) under changes 

such as barrier width, well width, various barrier alloys, 

and external perturbation, this value is considered 

constant and equal to 0.1ps. Transition energy is an 

effective parameter in calculating the Lorentz function, 

which also depends on the exciton binding energy and 

the subbands energy of the quantum wells. To better 

show the changes in these parameters, the second and 

third subbands are illustrated; however, in the 

calculations, symmetric-allowed transitions up to the 

fifth subband are entered. Of course, it should be noted 

that the first and second subbands have the greatest 

effect (due to their high density). The binding energy of 

excitons as a function of hydrostatic pressure is shown 

in Fig. 7. As seen Fig. 7, the decrease in the binding 

energy of excitons dependence with increasing pressure 

can be explained by the band offset and the internal 
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electric fields ( wF and bF ). With increasing pressure, 

the spontaneous and piezoelectric polarization increase, 

increasing the internal electric fields. The electric fields 

separate the electron and holes in the opposite direction, 

which reduces the overlap of electron and hole wave 

functions (Fig. 3), thus decreasing the binding energy of 

excitons. As the pressure increases, the band offset 

increases (Fig. 1), which expands the distance between 

the electrons and holes, thus reducing the Coulomb 

interaction. It also increases the depth of quantum wells, 

electron density, and quantum confinement, thus 

ultimately reducing the exciton binding energy. By 

determining the energy of the subbands related to the 

carriers and the binding energy of excitons, the 

transition energy of the carriers can be calculated, as 

shown in Fig. 8. According to the figure, with 

increasing pressure, the transition energies increase. By 

determining the transition energies and the linewidths 

of the carrier, the Lorentz function for light and heavy 

holes of all symmetry-allowed transitions can be 

obtained. For example, the Lorentz function of the first 

subband transition corresponding to light and heavy 

holes is plotted in Fig. 9. According to Fig. 9, with 

increasing pressure, the height of the Lorentz function 

increases while its width decreases. They shift to higher 

energies as the pressure increases. As the pressure 

increases to 10, the height of the Lorentz function 

increases to 27eV-1 for heavy holes and 16eV-1 for light 

holes. This increase, along with the decrease in width, 

is related to the decrease in linewidths, as illustrated in 

Figs. 4 and 5. The Lorentz function transfer to high 

energies is associated with the increase of transition 

energies with increasing pressure. By determining the 

Lorentz and the overlap function, as well as other 

parameters, the well absorption coefficient in terms of 

wavelength is plotted in Fig. 10. In Fig. 10, the well 

absorption coefficient of other electronic transitions is 

also considered. The pressure effect on the absorption 

coefficient of quantum wells is illustrated. According to 

Fig. 10, the absorption coefficient decreases by 

increasing pressure, which is related to the increase in 

the energy gap. Light holes have more energy gaps than 

heavy holes; thus, they have less absorption. 

Consequently, the smaller peak corresponds to a light 

hole. 

 Table 1. Suggested parameters for GaN and InN 

 

 The absorption coefficient of a bulk quantum barrier in 

terms of wavelength at different pressures is shown in 

the inset. In this figure, there are two peaks but very 

close to each other, which is due to the proximity of the 

energy levels of the light and heavy holes at the band 

adage  v∥ (unlike GaAs degenerated in v∥). Also, the 

absorption coefficient decreases with increasing 

pressure. The reason is the same as for the decrease in 

the absorption coefficient of the quantum well and is 

related to the increase in the energy gap.  By 

determining the absorption coefficients, the 

recombination coefficients can be calculated, as 

observed in Fig. 11. In Fig. 11, the recombination 

coefficients according to Eq. (14) are dependent on the 

absorption coefficients. Therefore, with increasing 

pressure, the recombination coefficients decrease as the 

adsorption coefficients decrease. The main reason for 

this decrease is related to the increase in the depth of 

quantum wells and quantum confinement. As the 

pressure increases to 10 Gpa, the recombination 

coefficients decrease to 10 3 10.5 10 cm s −×  for quantum 

wells (Bw) and 10 3 10.4 10 cm s −×  for quantum barriers 

(Bb). Finally, the radiative recombination rate in terms 

of the distance at different pressures is illustrated in Fig. 

12. In Fig. 12, the radiative recombination rate 

decreases with increasing pressure, which is also related 

to the decreasing changes of the recombination 

coefficient with increasing pressure. As the pressure 

increases by an order of magnitude, the radiative 

recombination rate decreases by an average of 
25 3 10.95 10 cm s− −× . 

 

 

 

Parameters(unit) GaN InN        References wxy(z{) 14.0 14.5 [21] w|y(}~ = }�x�)(z{) 3.42 0.7 [21] 

��}(z{) 0.014 -0.001 [21] �%�z{. �x���) 31.8 16 [19] �%�z{. �x���) -0.23 -0.02 [19] ���%�}���x�) 0.55 1.15 [16] ���%�}���x�) 0.19 0.46 [16] �%�}��z{. ~��) 0.909 0.245 [21] �z(~) 830 624 [21] �i 5.39 6.7 [44] 
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Figure 1. Bandgaps̓ energy of InGaN, GaN, and conduction band 

offset of  InGaN/GaN MQW solar cell as a function of pressure. 
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Figure 5. Valance band linewidths as a function of hydrostatic 

pressure at subband adage v∥ for InGaN/GaN MQW solar cell. In 

which all the scattering of holes with other holes (hh-hh, lh-lh), 

phonons (lh-ph, hh-ph) and with other electrons (e-hh, e-lh) are

considered. 
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Figure 6. Intraband relaxation time as a function of hydrostatic 

pressure at subband adage  v∥ for InGaN/GaN MQW solar cell. In 

which heavy hole (solid line) and light hole (dashed line) are 

considered. 
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pressures for InGaN/GaN MQW solar cell. 
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4 Conclusions  
 

In this study, we examined the optical absorption 

spectrum, absorption coefficient, and radiative 

recombination rate of InGaN/GaN multi-quantum-well 

solar cells (MQWSC) under hydrostatic pressure. The 

results showed that increasing the hydrostatic pressure 

in the range of 0-10 GPa would lead to an increase in (I) 

the intraband relaxation time up to 38fs for heavy holes 

and 40fs for light holes and (II) the height of the Lorentz 

function to 27eV-1 for heavy holes and 17eV-1 for light 

holes, as well as a reduction in (III) the overlap of 

normalized wave functions and excitonic binding 

energy  (IV) the recombination coefficients to 
10 3 10.5 10 cm s

−×  for quantum wells and 
10 3 10.4 10 cm s −× for quantum barriers and (V) the 

radiative recombination rate up to 25 3 19.5 10 cm s
− −× . 

Therefore, it can be concluded that all effective 

transitions of quantum wells should be considered for 

an accurate study of radiative recombination rate. Also, 

the absorption coefficient of a bulk quantum barrier is 

effective in obtaining an accurate radiative 

recombination rate.  
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Appendix A: Intraband Relaxation Time 

 The linewidth due to the carrier-carrier scattering is 

obtained from the perturbation expansion of one-

particle Green’s functions. The linewidth for carrier-

carrier scattering is given by: 

                                ��>�∥\�\
= 1 9 9 9����(v∥v´∥, FF´, GG´)�

=,>
×

�´,��´�\,]
�%/

+ /�´=�∥−/�>´�∥ − /�´=´�´∥)× #H�%/�>´�∥)H�´%/�´=´�´∥ )�1 − H�´%/�´=�∥)�+ �1 − H�%/�>´�´∥)��1− H�´%/�´=�´∥)�H�´%/�´=�∥ )*,                                                (P1)
where n refers to conduction (n = c) or valence (n = v) 

bands, i , ′i , j , and ′j are the subband numbers of the 

QW structure, and ( )nf E is the Fermi distribution 

function. The interaction matrix element nmV in a two-

dimensional QW is given by 

���(v∥v´∥, FF´, GG´)
= X�

24���P �(v∥ − v´∥, [´∥ − [∥)
T�v∥ − v´� + ���

× : : ��>´∗ (��)��>(��)��=´∗ (��)��´=´(��)
× exp �−|�� − ��|T�v∥ − v´�� + ���� K��K��,           (P2)
where the z-axis is perpendicular to the well interface. 

A is the interface area of the sample while the δ notation 

represents momentum conservation within a plane 

parallel to the well interface. ( )1nj zφ  is the wave 

function of a carrier which is obtained by the self-

consistent solution of the Schrodinger-Poisson equation 
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for electrons and k.p method for holes. sλ  is the inverse 

screening length and its relation is as follows [29] 

                                             

��� = X�
1�ℏ�4��� 9 �
\>H\%/\>)T
\>/\>>+ 
]>H]%/]>)T
]>/]> .                  (P3) 

Here cjm and vjm are the effective masses of electrons 

and holes in the conduction and valance bands, which 

will be explained in the following. For carrier-

longitudinal optical (LO) phonon scattering, the 

linewidth broadening is obtained by taking the 

imaginary part of the one-phonon self-energy [30] 

��>�∥
\��¡ = 1 9 9���(v∥v´∥, GG´)�� ×

>´�´∥
�6¢ + 1

− H�%/�>´�∥)��%/�>´�´∥ − / + ℏ£¤¥)+ �6¢ − H�%/�>´�´∥)��%/�>´�´∥ − /+ ℏ£¤¥),                                              (P4) 

 

where 191.13LO meV
−=hω is the energy of the LO 

phonon and qn  is the phonon number per mode, given 

by 6¢ = 1 ¦exp(§ℏ£¤¥) − 1¨⁄ .   The matrix element 

nP  for carrier-LO phonon scattering in a two-

dimensional QW is given by 

���(v∥v´∥, GG´)��
= 9 X�ℏ£¤¥2�¢

© 14i − 14ª 3�
(3� + ���)

× «: ��>∗ (�)��>(�)exp(−F3¬)K�«� ,                            (P5) 

 

where ε∞ is the optical dielectric constants, 
z

q  is the 

phonon wave vector perpendicular to the well interface 

and V is the volume of the system. The intraband 

relaxation time 
inτ   is obtained from Eqs. (A1) and (A4) 

as ( ) ( )in cjk vjkE E= Γ + Γ
 

h τ . 
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Introduction: In this study, we investigate the dynamics of the Entanglement in a two- spin 

system with long- range interaction. 

Method: For this purpose, we use the negativity as the entanglement measurement. Using 

the time evolution operator, we obtain entanglement dynamics of the system at time t. We 

consider two different initial states and investigate the dynamical behavior of the system 

for all of them separately. Finally, we consider both J and D as a function of R and then 

study the time evolution of the entanglement in different R. 

Results: We find that in the long range interaction, the R dependence of the dynamical 

behavior in the two systems is different. Depending on the initial states, the DM 

interaction and the magnetic field have no effect on the entanglement dynamics. 

1 Introduction 

 One of the most important predictions of modern 

quantum physics is the quantum entanglement [1]. 

Quantum entanglement is a quantum phenomenon in 

which the quantum states of two or more objects have 

to be described with reference to each other, even 

though the individual objects may be spatially 

separated. This results in quantum correlations 

between the observed physical properties of objects. 

Much effort is devoted describing the nature of the 

entanglement [2]. Quantum entanglement plays an 

important role in quantum information processing [3], 

teleportation [4], communication systems [5], quantum 

computer [6,7], quantum spin networks [8], security 

cryptography [9]. Therefore, significant research has 

been performed to understand quantum entanglement 

behavior in spin systems, such as all various kinds of 

Heisenberg (XX, XY, XXZ and XYZ) models, similar 

Ising models [10-12], and systems with Dzisloshinski-

Moriya interaction [13,14]. 

 Real physical systems are never isolated, as the 

connection between the system and the environment is 

inevitable. The quantum dynamics of physical systems 

is always complicated by their coupling with a number 

of «environmental» modes. Then, for realistic quantum 

systems, the loss of coherence is inevitable due to the 

interaction with the environment [15]. Recently, there 

has been more and more research on the dynamics of 

quantum entanglement under environmental influence 

[16-20]. 
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 In this paper, Entanglement is thus taken as a dynamic 

quantity on its own, as we survey how it evolves due 

to the unavoidable interaction of the entangled system 

with its surroundings. We analyze several scenarios for 

various initial states. In addition, we study the impact 

of spin distance on the dynamics of entanglement. 

Actually, we look at the exchange interaction as a 

function of the distance between two spins. This kind 

of interaction is known as long-term interaction. In 

recent years, long-term interactions have attracted a 

great deal of attention because they may produce new 

interesting phenomena [21-23]. In addition, some 

research has focused on the experimental application 

of spin systems that interact over long distances. 

Indeed, the inverse-square, trigonometric and 

hyperbolic interacting particle systems [25,26] and 

their spin generalizations [27-30] are important models 

of many-body systems due to their exact solvability 

and intimate connection to spin systems in condensed 

matter [31,32] and in other areas in physics. Therefore, 

studying the dynamical behaviour of systems with 

such interaction could be important. A major aspect of 

our analysis is that the entanglement does not 

disappear over time. 

 The paper is organized as follows: in the next section, 

we introduce the model Hamiltonian and describe 

briefly the techniques used to obtain the results 

discussed in the subsequent sections. In section III, we 

present and discuss the numerical results of modeling. 

Finally, Section 4 contains the concluding remarks. 

2 Model 

 Here, we consider a set of two localized spin- 1/2 

particles coupled through exchange interactions J, 

subjected to an external magnetic field of strength h 

with Dzyaloshinskii-Moriya interaction: 

� = ������	�
	 + �
��	�
� − ����
	� + ℎ���� + �
��, (1) 

Where J(R) is the exchange interaction parameter that 

varies with the distance between spins, R, as       

���� = 1/�
. D is the Dzisloshinski-Moriya 

interaction parameter, and S is the spin-1/2 operator. In 

the base ket of �����  , the Hamiltonian matrix is formed 

as 

H =  

0 0
4

0 0 0
4 2

0 0 0
4 2

0 0
4

J
h

J iD

J iD

J
h

 
 
 
 +
 
 
 −
 
 

− 
 

 .                     (2)  

The eigenvalues and eigenstates are: 

1

2

3
2

4
2

1
, 1 ( )

4 2

1
, 2 ( )

4 2

1
, 3 ( )

4 1

1
, 4 ( )

4 1

x

x

y

y

ε α

ε α

ε β
β

ε β
β

= = ↑↓ + ↓↑

= − = ↑↓ − ↓↑

= = ↑↑ + ↓↓
+

′= − = ↑↑ + ↓↓
′+

  ,   (3) 

� = ��
 + 4�
, � = ��
 + 16ℎ
 , � = � − 2 �
� ,           

 ! = 4ℎ − �
� , !´ = 4ℎ + �

# ,                                            �4� 

On the other hand, to study the entanglement, one 

should obtain the density matrix of the system: 

$ = |Ψ' >< Ψ'| ,                                                      (5) 

where |Ψ' >is the initial state of the system 

Hamiltonian. In our system the density matrix is 

reduced to:  

$ =
11 14

22 23

32 33

41 44

0 0

0 0

0 0

0 0

ρ ρ

ρ ρ

ρ ρ

ρ ρ

 
 
 
 
 
 

 .                                   (6) 

Using the eigenvalues of the partial transpose of the 

density matrix, one can obtain the negativity of this 

model. Negativity is given by: 
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* = ‖$,‖ − 1
2 ,                                                                 �7� 

where ‖$,‖ is the trace norm or the sum of the 

absolute values of the operator $,. In following, we try 

to describe dynamics of the entanglement of this 

system. The dynamic evolution operator                    

U(t) = exp(−iHt) can be obtained as [33] 

   U= 

11 14

22 23

32 33

41 44

0 0

0 0

0 0

0 0

U U

U U

U U

U U

 
 
 
 
 
 

  ,                             (8) 

where  

.�� = .// = 012 �3
4 + 4 ℎ

� 2 4 �3
4 , 

.�/ = ./� =  #
� 2 4 �3

4 , 

.

 = .55 = 012 �3
4 , .
5 =  − �2 4 �3

4 , 

.5
 =  − �∗2 4 �3
4 . 

In the next section, we consider two different initial 

configurations and study the dynamics of the system 

for both configurations. We compare the results of 

each configuration. 

3 Discussion   

 Now, we consider two different initial states of the 

system and survey the time evolution of entanglement 

of the system for different parameters such as J, D, and 

h. Also, we consider J and D as a function of distance 

between two spins, R. 

Case 1:  

 Suppose that at time t = 0 the qubits are entangled 

together and initial state given by: 

|8�0�: = 1
√2 �|↑↓: + |↓↑:�.                                            �9�

Now, by applying the evolution operator on the |Ψ' >, 

we can obtainthe physical state of the system at time t 

as: 

|8�3�: = 1
√2 ?@cos Dxt

4 G − iαsin Dxt
4 GK |↑↓:

+ Dcos Dxt
4 G

− iα∗sin Dxt
4 G |↓↑:GL.                       �10� 

It is noticeable that by selecting the above initial state, 

the role of the magnetic field disappears in the time 

evolution of the entanglement. In fact, the change of h

does not affect the entanglement dynamics of the 

system. By having (t)ψ , we can calculate the density 

matrix of the system at time t, and then get a formula 

for the negativity as a function of t: 

2
2

2

4
1 sin

2

2

D xt

x
N

−
=  .                                       (11) 

Figure 1 shows the evolution of the Negativity when J 

and D are constant. As seen in the figure, the system 

has a regular behavior over time. Although the amount 

of the negativity drops highly at some times, but it will 

never be zero.  

 Then, we investigate the effect of the DM interactions 

on the dynamics of the negativity. Figure 2 shows the 

D dependence of the negativity evolution. Increasing 

the DM interaction, increases the amplitude of the 

entanglement oscillations. Indeed, the weaker DM 

interaction leads to more stable oscillations of the 

entanglement over time. In addition, the rise of D, 

reduces the time period of negativity. 

Figure 1. The time evolution of the negativity's in the system with 

initial state as |8�0�: = �
√
 �|↑↓: + |↓↑:�. We set J=1, D=0.5. 

0 2 4 6 8 10 12 14 16 18 20
0.35
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 When we study the time period of these oscillations, 

we observe that for J>D the time period diminishes by 

increasing D. But, for J≤ D, the time period remains 

constant. In fact, it may be said that J=D is a point 

where the behavior of the entanglement dynamics has 

changed.   

 

Figure 2. The D dependence of the negativity's time evolution with 

initial state as |8�0�: = �
√
 �|↑↓: + |↓↑:�. Set J=1. 

 

 Now, we investigate the dynamics of the negativity 

when the exchange interaction is a function of the spin 

distance, R as � = �
MN. The effect of the long range 

exchange interaction on the negativity dynamics is 

noticeable. As seen in Fig. 3, when the distance 

between two interacting spins increases, the time 

evolution of the entanglement becomes more unstable 

and the amplitude and time period of the oscillations 

increase. It shows the entanglement dynamics depends 

upon the distance between qubits. The rapid 

oscillations show rapid energy exchange between spins 

at very small distances. Indeed, reducing R is a 

positive factor to avoid the sharp and unstable 

oscillations of the entanglement dynamics. If we study 

the time period of these oscillations, we observe that 

for J>D and then R< 1/D, the time period decreases by 

increasing D. But, for J≤ D and then R≥1/D, the time 

period remains constant.  

 

Figure 3. The R dependence of the entanglement's time evolution 

with initial state as |8�0�: = �
√
 �|↑↓: + |↓↑:�. Set  � = �

MN . 

 

 In the next step, we consider both J and D as functions 

of R. It is noticeable that in different values of R, the 

amplitude of the fluctuations of the entanglement is 

mostly the same. But, by increasing R, the time period 

increases, see Fig. 4. 

Figure 4. The R dependence of the entanglement's time evolution 

with initial state as |8�0�: = �
√
 �|↑↓: + |↓↑:�. Set � = �

MN and � =
�

MN . 

Case 2: 

 

 Suppose that at time t = 0 the qubits are entangled 

together and initial state given by: 

|8�0�: = 1
√2 �|↑↑: + |↓↓:�.                                          �12� 

 Now, by applying the evolution operator on |Ψ' >, 

we can obtain the physical state of the system at time t. 

This initial state makes the effect of the DM 

interaction remove from the dynamic behavior of the 

entanglement. The negativity of the system with this 

initial state is: 
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2 2
2 2 2

2 2

1 32 16
(1 sin ) sin

2 4 2

h yt h yt
N

y y
= − + .     (13) 

 Like the previous section, we study the entanglement 

dynamics of this initial state in three modes: a) J and D 

are constant, b) = �
MN , and c) � = � = �

MN. First, we 

consider � = 1 and � = 1. As seen in Fig. 5, the 

dynamic behavior of this kind of initial state is 

oscillatory. Compared to the previous initial state, the 

time period and amplitude drop of the negativity are 

lower.  

 When the exchange interaction is dependent on R, the 

dynamic behavior of the negativity is as illustrated in 

Fig. 6. By increasing R, and therefore reducing J, the 

oscillations amplitude increases. Indeed, the less 

distance between spins leads to a stronger exchange 

interaction that leads to a more stable behavior of the 

entanglement dynamics along the time. Compared to 

the previous initial state, the amplitude drop of the 

dynamic fluctuations, especially in large R, is more. 

Similar to the previous initial state, when we study the 

time period of these oscillations, we observe that for 

J>h the time period decreases by increasing D. But, for 

J≤ h, the time period remains constant. In fact, it can 

be said that J=h is a point at which the behavior of 

entanglement dynamics has changed.   

Figure 5. The time evolution of the entanglement in the system 

with initial state as |8�0�: = �
√
 �|↑↑: + |↓↓:�. We set J=1, h=1. 

Figure 6. The R dependence of the entanglement's time evolution 

with initial state as |8�0�: = �
√
 �|↑↑: + |↓↓:�. Set  � = �

MN .                                                           

 As mentioned previously, in the system with such an 

initial state, the DM interaction does not influence the 

dynamic behavior of the negativity. In contrary, the 

magnetic field influences the dynamics of the 

negativity in the system with this new initial state. 

Figure 7 shows that in a weak magnetic field, the 

oscillations of negativity are greater than when 

exposed to a strong magnetic field. It can be said that 

the magnetic field has a positive effect on the 

dynamics of the entanglement in this system. Similar 

to the previous section, until R has satisfied the 

condition of J≤h (J=1/R2), the time period of the 

negativity oscillations is constant. As soon as J>R, the 

time period reduces by decreasing R (increasing J).  

Figure 7. The time evolution of the entanglement in different 

magnetic fields in the system with initial state as |8�0�: =
�

√
 �|↑↑: + |↓↓:�.  
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4 Conclusions 

 We considered two different initial states of the 

system and studied the dynamic behavior of the system 

for each of both situations, separately. It was 

interesting that in the system with initial state of 

|8�0�: = �
√
 �|↑↓: + |↓↑:�, the magnetc field  didn't have 

any effect on the entanglement dynamics while the 

DM interaction had the negative effect on the time 

evolution of the entanglement. In contrast, in the 

dynamic behavior of the system with initial state of 

|8�0�: = �
√
 �|↑↑: + |↓↓:�, the DM interaction has no effect 

on the entanglement dynamics, while the magnetic 

field was a positive factor to decrease the amplitude of 

the oscillations of the entanglement with time. In 

addition, we found that in the long range interaction, 

namely the exchange interaction was a function of the 

distance between two spins, the R dependence of the 

dynamic behavior in the two systems was different. In 

the system with |8�0�: = �
√
 �|↑↓: + |↓↑:�  as the initial 

state, increasing the spin distance caused the sharp 

drop of the oscillation amplitude of the negativity with 

time. Indeed, we can say that the high R, namely the 

weak exchange interaction, causes the unstable 

fluctuations in the entanglement dynamics of the 

system. Whereas, in the system with |8�0�: =
�

√
 �|↑↓: + |↓↑:� as the initial state, increasing the spin 

distance led to a more stable dynamic behavior in the 

system. Furthermore, when both J and D were 

functions of R, the change of R did not have any effect 

on the oscillation amplitude of the entanglement 

dynamics but increased the time period of the 

oscillations. 

References 

[1] W. Wotters, "Entanglement of Formation of an 

Arbitrary State of Two Qubits." Physical Review Letters, 

80 (1998) 2245. 

[2] R. Horodecki, P. Horodecki, M. Horodecki, K. 

Horodecki, "Quantum Entanglement." Review of Modern 

Physics, 81 (2009) 865. 

[3] J. Gruska, “Quantum entanglement as a new 

information processing resource.” New Generation 

Computing, 21 (2003) 279. 

[4] S. Mirzaei,  A. R. Akbarieh, “Quantum 

Teleportation via Entangled State of Light in 

Schwarzschild Black Hole.” International J Theoretical 

Physics, 59 (2020) 3583.  

[5] L. Gyongyosi, S. Imre and H. V. Nguyen, "A 

Survey on Quantum Channel Capacities." in IEEE 

Communications Surveys & Tutorials, 20 (2018) 1149. 

[6] X.-D. Cai, D. et al. “Entanglement-Based Machine 

Learning on a Quantum Computer” Physical Review 

Letters, 114 (2015) 110504.  

[7] L. F. Santos, "Quantum computation with quantum 

dots." Physical Review A, 67 (2003)  062306. 

[8] Peter J. Pemberton-Ross and Alastair Kay, “Perfect 

Quantum Routing in Regular Spin Networks.” 

Physical Review Letters, 106 (2011) 020503.  

[9] Yin, J., Li, YH., Liao, SK. et al. “Entanglement-

based secure quantum cryptography over 1,120 

kilometres.” Nature, 582 (2020) 501. 

[10] X. Wang, "Entanglement in the quantum 

Heisenberg XY model", Physical Review A, 64 (2001) 

012313. 

[11] S. Deniz, E. Aydiner, " Thermal entanglement in 

the mixed three-spin XXZ Heisenberg model on a 

triangular cell." Chinese Physics B,  2 (2014)  5. 

[12] L. F. Santos, "Entanglement in quantum 

computers described by the XXZ model with defects." 

Physical Review A, 67 (2003) 062306. 

[13] S. D. Han, E.Aydiner, " Thermal entanglement in 

the mixed three-spin XXZ Heisenberg model on a 

triangular cell." Chinese Physics B, 23 (2014) 050305. 

[14] Z. Ming , X. Hui, L. Xiao-Xian, T. Qing, "The 

effects of the Dzyaloshinskii—Moriya interaction on 

the ground-state properties of the XY chain in a 

transverse field." Chinese Physics B, 22 (2013) 9. 

[15] H.  Breuer, F. Petruccione, "The Theory of Open 

Quantum-Systems", Oxford University Press, Oxford, 

New York (2002). 

[16] T. Werlang, S. Souza, F. F. Fanchini , C. J. Villas 

Boas, " Robustness of quantum discord to sudden 

death." Physical Review A, 80 (2009) 024103. 



Journal of Interfaces, Thin films, and Low dimensional systems 4 (1) Summer and Autumn (2020) 323-329 

 

329 

 

[17] L. Mazzola, J. Piilo , S. Maniscalco, " Sudden 

Transition between Classical and Quantum 

Decoherence." Physical Review Letters, 104  (2010) 

200401  

[18] R. Vasile, P. Giorda, S. Olivares, G. A. Paris , S. 

Maniscalco, " Open Quantum Systems and 

entanglement." Physical Review A, 82 (2010) 012313. 

[19] B. Wang, Z. Xu, Z. Chen , M. Feng, " Bell 

violation versus geometric measure of quantum 

discord and their dynamical behavior." Physical 

Review A, 81 (2010 ) 014101. 

[20] F. Fanchini, T. Werlang, C. A. Brasil, L. G. E. 

Arruda , A. O. Caldeira, " Non-Markovian dynamics 

of quantum discord." Physical Review A, 81 (2010)  

052107.  

[21] M. R. Soltani, S. Mahdavifar, M. Mahmoudi, " 

Entanglement in a two-spin system with long-range 

interactions." Chinese Physics B, 25 (2016) 087500. 

[22]  P. Jurcevic, " Quasiparticle engineering and 

entanglement propagation in a quantum many-body 

system." Nature, 511 (2014) 202. 

[23] J. Schachenmayer, B. P. Lanyon, C. F. Roos,      

A. Daley, "Entanglement Growth in Quench Dynamics 

with Variable Range Interactions." Physical Review X, 

3 (2013) 031015. 

[24] Samihr Hermes, Tony J. G. Apollaro, Simone 

Paganelli, Tommaso Macri, “Dimensionality-enhanced 

quantum state transfer in long-range-interacting spin 

systems.” Physical Review A, 101 (2020) 053607. 

[25] Soltani M R, Mahdavifar S, Mahmoudi M. 

“Entanglement in a two-spin system with long-range 

interactions.” Chinese Physics B, 25 (2016) 087501.  

[26] N. Zidan,” Entropic Uncertainty in Spin XY 

Model with Long-Range Interactions.” Entropy, 22

(2020) 837. 

[27] J. Gibbons, T. Hermsen, " A generalisation of the 

Calogero-Moser system." Physica D, 11 (1984) 337.  

[28] S. Wojciechowski, " Integrable one-particle 

potentials related to the Neumann system and the 

Jacobi problem of geodesic motion on an ellipsoid."  

Physics Letters A, 111 (1985) 107. 

[29] F. D. Haldane, "Exact Jastrow-Gutzwiller 

resonating-valence-bond ground state of the spin-(1/2 

antiferromagnetic Heisenberg chain with 1/r 2 

exchange." Physical Review Letters, 60 (1988)  635. 

[30] B. S. Shastry, "Exact solution of an S= 1/2 

Heisenberg antiferromagnetic chain with long-ranged 

interactions." Physical Review Letters, 60 (1988) 639.  

[31] H. H. Tu and Y. Wu, “Exactly Solvable Quantum 

Impurity Model with Inverse-Square Interactions.” 

Physical Review Letters, 123 (2019) 066406.  

[32] H. Fakhri, S.B. SeyedeinArdebili, “Exact 

solutions for the ferromagnetic and antiferromagnetic 

two-ring Ising chains of spin-1/2.” Physica A: 

Statistical Mechanics and its Applications, 523 (2019) 

557. 

[33] T. Quan, Z. D. Wang , C. P. Sun, " Quantum 

critical dynamics of a qubit coupled to an isotropic 

Lipkin-Meshkov-Glick bath." Physical Review A, 76

(2007)  012104. 



Journal of Interfaces, Thin films, and Low dimensional systems 4 (1) Summer and Autumn (2020) 331-338 

 

*Corresponding author.  

  Email address: Bsajad@Alzahra.ac.ir                                           
  DOI: 10.22051/jitl.2021.37048.1058 

 

The effect of laser parameters (frequency and fluency) on the optical and structural 

characteristics of ZnO films deposited by the PLD method  
 Sc 

Scientific research paper 

Faezeh Hassani1, Batool Sajad1*, Seyedeh Soraya Mousavi1, Mehrnaz Simdar1, and Mohammad Amin Bassam2  

1Department of Physics, Faculty of Physics and Chemistry, Alzahra University, Tehran, Iran 

2
Electronics Department, Malek Ashtar University, Tehran, Iran 

 
  ARTICLE INFO ABSTRACT 
  

   Article history: 

   Received 25 July 2021 

   Revised 29 September 2021 

   Accepted 29 September 2021 

   Available online 28 October 2021 

    

   Keywords: 

   Pulsed Laser Deposition  

   Pulse Repetition Rate    

   Zinc Oxide 

   Optical properties 

   Morphological Structure  

   Laser Fluency  
 

  

 The pulsed laser deposition is a practical synthesis route because of its unique advantages 

in growing various materials. Furthermore, the quality of thin films depends on different 

parameters in the deposition process. Meanwhile, ZnO has many applications in 

manufacturing optics, electronics, and optoelectronics instruments because of its 

exclusive properties. We have set up a PLD array to deposit the ZnO thin films on glass 

substrates. This study investigates the structural and optical characteristics of the films 

deposited at two different pulse repetition rates. Based on the optical-microscopic images 

and the scanning electron microscope (SEM) micrographs of films, increasing pulse 

repetition rate increases the uniformity of the particle size distribution and enhances film 

thickness. Also, the optical characterization performed by UV-Visible spectroscopy 

shows that the absorption and transmission rate, bandgap energy, and crystalline quality 

of the films can adjust by tuning the pulse repetition rate. 

 
 

1 Introduction 
 

 Pulsed Laser Deposition (PLD) has emerged as a most 

popular synthesis technique because of its attractive 

principal features like simplicity implementation, high 

deposition rate, stoichiometric transfer material from 

target to the substrate, the possibility of deposition in a 

wide range of temperatures, and the possibility of 

depositing at different background pressures. PLD is a 

physical vapor deposition technique that can form 

various materials in various structures like thin films, 

multi-layers, nanostructures, and epitaxial films [1–3]. 

During the PLD process, carried out in a vacuum 

system, a high-energy beam of the pulsed laser focuses 

on the located target, resulting in evaporation/ablation 

on the target surface and removing a part of the material. 

Rejected materials produce a highly forwarded direct 

plume to the substrate, condense on it, and form the thin 

film [4].  

 ZnO has unique properties that make it a helpful 

semiconductor with its wide range of applications in 

optics, electronics, optoelectronics, and energy-saving 

industries. The direct wide bandgap (3.37 eV at room 

temperature) with a large exciton binding energy of 60 

meV and high electron mobility and irradiation 

resistance makes it an ideal candidate for UV detection.  

The most common ZnO applications are luminescent 

materials, transparent conductive contacts, surface 

electro-acoustic wave devices, thin-film gas sensors,  

ultraviolet (UV) lasers, varistors, and solar cells [5–10]. 

Moreover, many different synthesis techniques prepare 
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ZnO thin films like sputtering, reactive thermal 

evaporation, spray pyrolysis, sol-gel [14], and PLD 

[12].  

 The mentioned benefits above make PLD an exciting 

route for researchers. As many papers reported, the 

quality of the deposited ZnO films is directly impressed 

by deposition parameters like background pressure, 

substrate temperature [15], irradiation parameters, and 

post-annealing conditions[16–18]. Laser beam energy, 

pulse duration, pulse repetition rate are the effective 

irradiation parameters on the film's quality [19]. 

 Energy density plays a key role in the ablation process, 

and subsequently by related properties of laser-induced 

plasma plume would influence the film properties [20]. 

The fluency should override the binding energy of 

target material constituents to remove an atom from the 

target surface by a laser pulse. Therefore, the ablation 

rate from the target is a function of laser fluency [21]. 

 The pulse repetition rates (PRR) mainly impress the 

final film quality via two different effects. On one side, 

the pulse laser frequency has particularly affected the 

time interval for the ZnO plume towards the substrate. 

As a result, the adatoms do not have enough time 

intervals to locate the proper position in the lattice 

structure for the high pulse repetition rates [22]. On the 

other hand, at the high pulse repetition rate, the time 

between two laser pulses is not enough, so the 

temperature of the target surface cannot decrease to its 

initial amount. Thus, the next pulse operates at a higher 

temperature. This thermal effect causes an increased 

ablation efficiency due to a higher repetition rate [23].  

According to the simulation results, more and smaller 

islands can be formed at higher pulse frequencies. The 

reduced island size can enhance the diffusion of 

adatoms from the top of the growing islands to lower 

levels on the substrate, resulting in a smoother film 

surface. On the contrary, lower pulse frequencies can 

diminish surface smoothness due to the reduced island 

density and the elevated average island size [24]. This 

contradiction leads to an optimum PRR value. 

 Most PLD processes use the Excimer lasers with higher 

energy and lower wavelength (KrF: 248 nm) and higher 

vacuum orders. The ZnO films grown by the shorter 

wavelength lasers show much higher quality because 

the higher wavelengths lead to subsurface heating of the 

target and producing undesirable defects [20]. Since 

excimer lasers often have higher energies with an 

almost flat top energy profile compared to the Gaussian 

energy profile of Nd: YAG lasers, the fluency varies 

intrinsically. This variation is therefore included in the 

deposition parameters [25]. 

 We have previously designed and set up a PLD system 

to optimize it with a well-known Zinc Oxide material 

[26]. A Q-switch Nd YAG laser (1064 nm wavelength 

(1 Jcm-2) and 10-5 mbar) was employed as the 

irradiation source. These conditions thoroughly result in 

different film characteristics. The optical band gap and 

Urbach energy were calculated for the samples 

deposited by various fluencies as effective parameters. 

Moreover, we investigated the annealing effect [26], 

substrate heating mode [27, 28], and the growing seed 

layer effect on the film quality. 

 Although most of the laser parameters have been 

investigated in some publications [20, 22], the effects of 

PRR and fluency on the film's optical properties (band 

gap and Urbach energy) have been rarely investigated. 

Instead, the publications studied the effects of 

deposition parameters on the growth of different  ZnO 

structures [29], doping ZnO films with other materials 

[30, 31], or the other optical characteristics of the films 

(photoluminescence) [22]. 

 This paper also investigates ZnO film properties for 

two different PRRs to study the impact of laser 

repetition rate on the optical and structural 

characteristics of the films. 

2 Method 

2.1 Experimental setup 

 A PLD set-up consists of a vacuum system and a Q-

switch Nd: YAG laser irradiation source (up to 216 

mJ/pulse, 5 ns pulse duration, 1-10 Hz PRR at the 1064 

nm wavelength). The vacuum system includes a 

deposition chamber, a high vacuum-mixing table, and 

pressure measurement tools. As shown in Fig. 1a, the 

irradiation chamber was fabricated of stainless steel, 

∼300 cm3, with triplet windows and the target and 

substrate holder facing each other. The target holder is 

positioned at a 45° angle with the incident laser beam 

(Fig. 1b).  
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Figure 1. (a) The triplet- windows vacuum chamber. (b) The 

schematics of the PLD system mechanism  

A ZnO tablet with 270 mm diameter and 3mm thickness 

is used as the target. It is prepared from the high purity 

ZnO powder (99.99%), pressed by 104 kPa 

hydrodynamic pressure at room temperature in a holder. 

The cubic glass slides (used as the substrates) were 

ultrasonically cleaned in soapsuds, acetone, and ethanol 

for 10 minutes per stage, dried in nitrogen flow, and 

then fixed on the substrate holder into the vacuum 

chamber distances 3.5 cm from the target. 

2.2 Deposition Conditions 

 The chamber was evacuated up to the pressure of 5-10 

mbar by a diffusion pump and a one-stage rotary backup 

pump. The background pressure was monitored by 

Pirani and penning gauges. The substrates were pre-

heated to 350°C before starting the deposition process 

by an electric heater. Then the target was exposed by 

laser with 1 J/cm2 fluency and the parameters 

summarized in Table 1. The final films post-annealed at 

400° for 30 minutes after completing the deposition 

process. 

Table 1- Laser irradiation parameters 

3 Results and discussion   

 Since the pulse frequency ranges between 1 to 10, we 

set 3.3 and 5 Hz as the studying cases located in the 

medium intervals. Therefore, PRR 3.3 and PRR 5 stand 

for the film deposited with 3.3 Hz and 5 Hz, 

respectively.  

3.1 Structural and Morphological analysis 

 Figure 2 represents optical images of the film surfaces. 

It can be seen that the film deposited with the higher 

repetition rate (PRR 5) shows a highly condensed and 

uniform surface covering the whole substrate (Fig. 2b). 

In fact, by increasing the pulse repetition rate, the 

particles aggregate together and make films with higher 

density. The SEM images are another evidence for this 

claim.  

Figure 2. The photos and their optical microscopy images of:       

(a) PRR 3.3 and (b) PRR 5. 

 

 In Fig. 3, The SEM micrographs of the film surfaces 

represent the porous structure of the layers. It indicates 

that an increase in pulse repetition rate causes an 

increase in the average particle sizes. The grain size is 

estimated to be 20-40 nm and 60-80 nm for PRR 3.3 and 

PRR 5, respectively.  

 Therefore, accumulated nanoparticles during a higher 

deposition rate result in the creation of greater particles. 

In addition, the thermal effects, as mentioned before, 

increase the ablation efficiency for PRR 5. Therefore, 

the same laser fluency can ablate the greater particles. 

Furthermore, the cross-sectional SEM images in Fig. 3 

show the estimated film's thickness to be 1 µm and 1.18 

µm for PRR 3.3 and PRR 5, respectively. This thickness 

growth (18%) occurred during the high pulse repetition 

when the subsequent deposition process occurs before 

the activated states are energetically released [29].  

Sample P. R. R.  (Hz) )2Laser Fluence (J/cm Time exposure (min)

PRR 3.3 3.3 1 50:50

PRR 5 5.0  1 33:34
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Figure 3. The morphological SEM micrographs of the film's 

surface (a) PRR 3.3 and (b) PRR 5. The cross-sectional SEM 

images of (c) PRR 3.3and (d) PRR 5. 

3.2 Optical analysis 

3.2.1 Effect of the Pulse Repetition Rate 
 

 Figure 4 shows the UV-Vis spectrum of the films. The 

inner picture relates to the films' absorbance. Both 

samples have an absorption peak near the UV region 

contributed to the ZnO bandgap. However, there is a 

blue shift in the absorption peak wavelength for PRR 3. 

It is at a value of 343 nm whereas 346 nm for the other 

one (about 0.03 eV). This partial shift results from the 

increasing size of the film's particle confirmed in SEM 

images (Fig. 3) [32].  

Figure 4. Absorbance and Transmittance spectra of films in 

ultraviolet and visible region 

Compare the films' absorbance spectra at a glance, 

determine that the absorption of the films deposited 

with higher pulse laser frequency increased in the 

ultraviolet and visible region. This enhancement can be 

caused by increasing deposition rate, which leads to a 

rise in film's thickness, thereby enhancing the 

absorption of incident photons in the film and the 

scattering at the film surface that lower the optical 

transmittance [17]. 

 Since the measured reflectance was negligible, the 

transmittance spectrum came from Eq (1), where A and 

T return to the absorbance and transmittance, 

respectively: 

10
A

T
−

= .                                                                    (1) 

As shown in Fig. 4, the optical transmittance of films 

sharply decreases in the near UV region due to bandgap 

absorption. According to the transmittance spectra, the 

film's absorbance reduces by 25% in the ultraviolet 

region and 10-30% in the visible region for PRR 3.3 

compared to the other one. The lower transmittance 

value could be due to several factors such as film 

defects, particulates onto the surface, and light 

scattering at the rough surface, high thickness [33]. 

 For the materials having direct transition like ZnO, the 

optical band gap energy is determined by the Tauc 

relation as follows (Eq. (2)): 

( )n

gh A h Eα ν ν= −  ,                                                   (2)   

tT e α−
= ,                                                                    (3) 

 Where α is the absorption coefficient, t attributes to 

film's thickness obtained from cross-sectional SEM 

images, hν equals to incident photon's energy, Eg is the 

energy gap, and n is a constant at a value of 0.5 for ZnO.  

The Tauc graph plotted in Fig. 5a, with (αhν)2 along the 

y-axis and hν along the x-axis, gives the optical bandgap 

with a sharp edge absorption using linear 

approximation. As shown in Fig. 5, the bandgap 

narrowed by 0.09 eV in the film with a higher pulse 

frequency. According to the references, a blue shift in 

the optical band gap occurs due to the relatively higher 

carrier concentration [34]. 

 Presence of tail absorption profile in the visible region 

(Fig. 4, inner Pic), induced by optical absorption on 

intrinsic defects of the film's structure, so-called 
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"Urbach energy or Urbach tail width." The Urbach tail 

occurs due to a structural disorder. This energy 

characterizes as a consequence of all created defects in 

the film [33]. The Urbach energy can be estimated by 

the Urbach low as: 

0ln ln
u

h

E

ν
α α

 
= +  

 

 ,                                                     (4) 

where α0 is a constant, and Eu Urbach energy is obtained 

from the slope of linear fit on the plot of lnα versus hν

(Fig. 5b).  The numerical value of the Urbach energy is 

0.50 and 0.25 related to PRR 3.3 and PRR 5, 

respectively. As mentioned, this reduction in Eu value is 

due to a decrease in the number of defects in the film 

deposited with a higher pulse repetition rate. These 

results were well agreed with the similar works. They 

both indicated the formation of a higher quality film 

with the lower defect concentrations for the samples 

that depend on the pulse repetition rate. Thus, the results 

confirm each other; however, the approaches used for 

analyzing the samples are different [22].  

3.2.2 Effect of the Laser Fluency 
 

Laser fluency describes the optical energy delivered per 

unit of area (laser energy density). It comes from Eq. (5) 

for each laser pulse: 

( )

( )2

cm

JLaser Ene
F

rgy

Bea A
lue

m re
y

a
nc = .                                                 (5) 

 

According to the above equation, fluency can be 

controlled by energy per pulse and the effective laser 

spot area. Therefore, we study four different fluencies 

(F1, F2, F6, and F14) by changing these two parameters. 

The parameters are summarized in Table 2. 

 Although the deposition rate varies linearly with the 

fluency, it has not affected the film texture,  in 1064 nm 

wavelength, as also concluded by other publications 

[35].  

 Figure 6 shows the optical images of the samples. All 

samples were deposited in the same condition; however, 

F6 and F14 (with the higher fluency) indicated poor 

coverages. Such that some separated particles were 

settled on the substrate without a film formation. This is 

due to the high kinetic energy of the materials, which 

does not allow particles to locate on the substrate 

surface. 

Table 2- Laser parameters 

Sample F1 F2 F6 F14 

Energy per Pulse (mJ) 216 216 47 112 

Laser Spot (mm) 5.2 4 1 1 

)2Fluency (J/cm 1 2 6 14 

Figure 5. (a) Tauc graph ((αhν)2 versus hν) for ZnO samples;            

(b) Logarithmic plot of absorption coefficient versus photon energy. 

 The absorbance and transmittance spectra of the films 

in the ultraviolet and visible region are shown in Fig. 7. 

As we expected, F6 and F14, with their low surface 

coverage, have a little absorption and a small peak in 

the absorption edge at about 335 nm wavelength. 

According to information obtained from films' structure 

and UV-Vis spectra, the optical properties have been 

investigated for F1 and F2 (the films with the higher 

quality) using the Tauc plot and Urabch tail. 

The Tauc plot in Fig. 8 obtains the films' optical 

bandgap. There is a slight blue shift in absorption edge 
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for F1 and shows an enhancement in its band gap by 

0.05 eV. Consequently, the average size of the particles 

in this sample is smaller than that of F2. 

 According to the absorbance tail in the visible region 

for both samples, defects in the films' structures are 

expected. Thus, Urbach energy is estimated based on 

Eq. (4) and plotted in Fig. 8. The Urbach energies are 

obtained about 0.8 and 0.6 for F1 and F2, respectively. 

As a result, it can be concluded that the concentration of 

defects decreased in the film deposited with higher 

fluency. These results are in good agreement with the 

published results regarding the defects prior to the 

present study [21, 25]. 

Figure 6. The photos and their optical microscopy images of: (a) F1, 

(b) F2, (c) F6, and (d) F14. 

Figure 7. Absorbance and Transmittance spectra of films in 

ultraviolet and visible region 

Figure 8. (a) Tauc graph for ZnO samples; (b) Logarithmic  plot 

of absorption coefficient versus photon energy. 

4 Conclusions 

 In summary, ZnO films are successfully prepared by 

pulsed laser deposition technique on the glass substrate. 

Structural and morphological results are affected by 

deposition rates based on SEM micrographs. The pulse 

repetition rate increases the deposition rate, the island 

density, and the film thickness. Furthermore, pulse 
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repetition rate influences the optical properties of the 

ZnO films by affecting the number of defects in their 

structures. As the results indicated, the laser fluency can 

affect the bandgap energy of the films and their defect 

densities.  
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 Spin-orbit interactions of exciton relativistic bound states at a finite temperature in the 

framework of the projective unitary representation in a physics model with the Coulomb 

potential have been investigated. The ground state of the system in order to describe the 

temperature effect in a low dimension environment has been defined. The bound state, 

with electron-hole pair, has attracted a great deal of interest in thin-films and nanophysics. 

The reality of the state has been the subject of intense concern among theoreticians and 

experimenters in recent years. Spin-orbit interactions of exciton are considered to be in 

an electron-hole pair bound state. The problem of spin interactions of coupled states based 

on the quantum field theory in its widest sense is a method to control and achieve 

reasonable goals; and in this article, the problem is examined in details. The structure of 

the interaction Hamiltonian with the Coulomb type potential at finite temperatures is 

defined and then the mass and energy spectra of an exciton based on the spin interactions 

are determined theoretically. The defined properties at finite temperature can be used for 

new high technology materials of semi-conductive features for electronics, 

microelectronics, photovoltaic or solar cell manufacturing, and semiconductor chips. 

1 Introduction 

 One of the well-known methods of considering 

interactions of the exciton state in low dimension thin 

films and materials was proposed in 1995, where the 

asymptotic of Green's function was obtained in the 

exponential form of propagators in an external field 

[1,2]. The method is applied to the basic fundamental 

model of quantum electrodynamics and quantum field 

theory. The polarization closed loop function through a 

functional integral is presented in this approach; this 

functional integral cannot be calculated as usual; in this 

case, we have to simplify physical assumptions as done 

in [1-4]. An alternative method of calculating the 

functional integral and determining the exciton 

properties at finite temperatures is defined in the 

quantum field theory.  The finite temperature-dependent 

in a low dimension environment like thin films is a very 

important subject in theoretical and experimental 

physics. 

 Progress of exotic bound state physics in low 

dimensional transition semiconductor quantum dots 

allows exotic constructions, including poly-excitonic 
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systems, to be synthesized [1,2]. Specifically, a finite 

number of poly-excitons can be confined in a bounded 

volume of the order of normal-sized low-dimensional 

materials at a finite temperature. Therefore, the poly-

excitonic environments have recently gained attention 

in theoretical investigations and experimental 

explorations. Theoretical physicists are interested in the 

possibility of controlling the properties of these 

materials at finite temperatures that could be 

implemented in new high technology materials of semi-

conductive and conductive features for electronics, 

microelectronics, fuel cell production, photovoltaic or 

solar cell manufacturing, and semiconductor chips. The 

electron-hole state is the simplest model of bounding 

states to use when studying the essential features of ploy 

excitonic systems. Recently, the study of excitons has 

progressed significantly. 

 Among poly excitonic systems in low dimensional thin 

films, spin-orbit interactions of two exciton pairs are 

especially interesting because of their interaction effects 

in bound states. Many new poly excitonic bound states 

have been recently discovered following developments 

at finite temperatures and higher bandgaps making poly 

excitonic states to become the main topic of studies on 

low dimension materials and thin films. Many 

theoretical works have focused on determining or 

predicting the relativistic properties and conditions of 

poly excitonic states. 

 The present article investigates the asymptotic behavior 

of the correlation functions of charged fields and the 

analytic method for determining properties of poly 

excitonic states in a low dimension material at a finite 

temperature. According to the results, in the poly 

excitonic system, the total mass of the bound state 

differs from hole and electron masses in a free state. 

This work represents a theoretical and analytical effort 

where its outcome provides fundamental quantities of 

the poly excitonic electron-hole bound states. This 

outcome leads to make several predictions of the 

excitons in low dimension thin films and semiconductor 

quantum dots at a finite temperature. We choose to use 

the strong Coulomb interaction at a finite temperature 

as it plays a significant role in thin-film physics. The 

Schrodinger equation solutions for the Coulomb 

potential are known and can be obtained using various 

methods. In this article, we calculate the effect of the 

spin-orbit interaction in the bound state of poly 

excitonic systems in the ground state. Various analytical 

or numerical approximation methods have been 

developed to compensate for the fact that the relativistic 

Schrodinger equation for such a system does not 

produce solutions. In this way, one can demonstrate the 

projective unitary representation in physics [3,4] when 

calculating the properties of poly excitonic states. This 

technique can be used to accurately describe the 

characteristics of poly excitonic systems in thin films at 

finite temperatures. Thus, it is essential to develop the 

projective unitary representation in low dimension 

physics, as it describes the bound-state characteristics of 

systems such as exciton, diexciton, and poly excitonic 

systems. 

2 Materials and methods 

2.1 Mass spectrum in the relativistic limit  

 To define spin-orbit interactions in the poly-excitonic 

bound states at low dimensional materials at a finite 

temperature based on quantum electrodynamic filed and 

photon interaction wave function between electron-

hole, we have to describe the main formula which 

contains the mass and energy eigenvalues. The 

temperature relation for the one-photon exchange 

(Coulomb potential) describes the new characteristic of 

the poly excitonic bound state in low dimension thin 

films and materials [2,5,6]. 

 We try to describe interaction in temperature-

dependent conditions by modified radial Schrödinger 

equation and using the analytic method based on the 

behavior of the correlation function of a photon at a 

finite temperature in the electromagnetic field. The 

determination of mass spectrum of poly excitonic 

systems is suggested within this idea where the binding 

energy and mass of the bound states are determined. 

The exciton-exciton, three excitons, etc. states include 

those which fit in the well-known states. They include 

in the multi-electron-hole states. 

 The exciton bound system is an electron-hole state that 

has been studied in the electrostatic field and framework 

methods such as the Gaussian expansion method, the 

quantum electrodynamics sum rules, and the Lattice 

quantum dynamics. Therefore, based on the quantum 

electrodynamic models and quantum field theory we 

can determine that the electron-hole system is one of the 

most crucial states which makes it possible to form 
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bound states of gauge bosons at low/high finite 

temperatures.  

 In this article, we show that the mass spectrum of the 

exciton state is extremely higher than predicted in 

theory at a finite temperature. We study exciton spin-

orbit interactions at a finite temperature using the 

Gaussian asymptotic [2,3] behavior of the correlation 

functions of the corresponding field currents for the 

determination of the energy and mass spectrum in the 

ground state with the spin interactions in the Coulomb 

potential at a finite temperature. The mass spectrum and 

the constituent mass of the electron-hole system are 

determined from the modified Schrödinger equation for 

Hamiltonian of the Schrödinger equation [5,6] 

������ = ����� = 	
�������.                                 (1) 

Now we describe the method: as we know, in the 

quantum field, the mass of the coupled particles is 

presented by the Gaussian shape of the correlated-

current function and the exact orbital quantum numbers. 

The statistical correlation, in terms of the Green 

function ����, is expressed. It is defined as a functional 

integral and allows the necessary Gaussian limit to be 

allocated before one can carry out the average value of 

the external gauge field. 

 In nonrelativistic quantum mechanics, the resulting 

image of presentation is similar to the Feynman 

functional path integral. Hence, the mass of coupled 

electron-hole is determined by the polarization function 

(statistical correlation) 

( ) ( ) ( ) ,*| |П r G r A G r Ae h A
= and the Green’s 

function ���� [5]. We know, the current of scalar 

charged particles is ���� = ���������� where it is 

convenient to represent the considered correlators as the 

average over the gauge field � ��� of a product of the 

Green’s functions of the scalar charged electron hole in 

the electromagnetic field. The Green’s function of the 

scalar charged electron and hole is defined by the 

equation 

��� ��� + �
�ℏ�����

� + ����ℏ� � ���|�� =  ���.         �2�                                                   

                                                   

Solution of the Green’s function is described in the 

functional integral form (for full detail see [2]) 

���|�� = " #$%

 exp)−��+, -. ×

exp 0−$ " #1 2� ����1�3



+ �� 4��1�56�7  ���.             �3�
Also, we know the coupled gluon-gluon mass spectrum 

is explain in relativistic-quantum theory by the 

polarization function (for full detail see [2]) 

9�:� =A∙ �<��� =
" " #=3#=��8�?���

%



%

 exp @−� ��� � + �AB �<���,
where 

���� =
= D3D� E  �3 �� exp F− 12 " #1H


 I��J3��1�
+ ��J���1��K expL−M3,3 + M3,� − M�,�N.
The functional integral ����

looks like the Feynman 

path integral in nonrelativistic quantum mechanics for 

four-dimensional motion of particles with reduced mass  �. The interaction of these particles is defined by the 

nonlocal functional MO,P which contains potential and 

nonpotential interactions. The asymptotic of the 

function �<��� looks like �<���~R4�STℓ�<�5. Thus, we 

obtain:  

П��� ≅⇒ exp I−�WП�����,
� = − X��|S|→∞

XZП ���|�| .                                                      �4�
After simplifying the equation, the mass spectrum reads 

(� = 1,2) 

� = ���O 2\���3� + �3���2�3�� ] + �2 + 	���6.               �5�
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 Therefore, the electron-hole system with the rest mass 

(�3 = �_ , � ̀ = �� ), the exciton bound state mass in 

the stationary state reads  

� = ���3 \���3� + �3���2�3�� + �2 + 	ℓ���] ,
     

� = ���� \���3� + �3���2�3�� + �2 + 	ℓ���] ,      
      
� = �3 + ���3�� .                                                                     �6�
By using the Taylor approximation one can determine 

the parameters � = 1,2 as follows 

�O = ����3O = 0 ⇒
                         

�3de�3� + �� \ R�f?gS]� →
�_de�_� + �� \ R�f?gS]� → 
�∗_de�_∗� + �� \ R�f?gS]� ,
and 

��de��� + �� \ R�f?gS]� →
                           

�`de��̀ + �� \ R�f?gS]� →
        

�∗`de�∗̀� + �� \ R�f?gS]� ,                                           �7�
where  �_∗, �∗̀  are the electron and hole effective mass, 

and �_ , � ̀ are the electron and hole rest mass. Based 

on the electron-hole interaction we use the effective 

mass, constituent mass, and reduced mass as expressed 

by �_∗ = �_ , �∗̀ = � ̀ , in the following expressions 

� = �∗ = �∗3 + �∗��∗3�∗� , 
�∗3 = � 3. �∗� = � � ,
and also from Eq. (4) we define  

	ℓ��� = � − 12 ���_ + �`� − �_��` + ��̀�_2�_�` ,
	ℓj = #	ℓ #� .                                                                          �8�
as we know that �<���~R4�STℓ�<�5.                                      
 In Eq. (7) the particle's effective mass (denoted by � ∗} is the mass that it seems to have when 

responding to forces, or the mass that it seems to 

have when interacting with other identical particles 

in a thermal distribution. One of the results from 

the bound state theory of exciton is that the 

movement of electron-hole in a potential field can 

be very different from their motion in a vacuum [7]. 

The effective mass is a quantity that is used to 

describe exciton’s bound states by modeling the 

behavior of a free particle (electron-hole) with that 

mass. For some purposes and some nanomaterials, 

the effective mass can be considered to be a simple 

constant of a material while the value of effective 

mass depends on the purpose for which it is used, 

and can vary depending on several factors [7] 

especially in nano quantum dots. For electrons or 

electron holes in a solid, the effective mass is 

usually stated in units of the rest mass of an 

electron (9.11×10−31 kg). In these units, it is 

usually in the range 0.01 to 10, but can also be 

lower or higher—for example, reaching 1000 in 

exotic heavy fermion materials, or anywhere from 

zero to infinity (depending on definition) in 

graphene. As it simplifies the more general band 

theory, the electronic effective mass can be seen as 

an important basic parameter that influences 

measurable properties of a solid, including 

everything from the efficiency of a solar cell to the 

speed of an integrated circuit. 
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3 Schrödinger equation for the bound 

state  

The radial Schrödinger equation for the multiplex 
system with Coulomb interaction is [5]: 
  � = �
 + ��klOm =  3� ∑ �OmOd3 oO� + ∑ pOqPm�3Od3 + ��klOm.           (9)                        

Now, for defining characteristics of the excitonic 

systems in the electromagnetic field interactions, we use 

the bound state in the electrical confining potential at 

the finite temperature p��, -� = − r�S,s�S [7].  In this 

case, using the modified radial relativistic Schrödinger 

equation (Eq. (9)), we have 

������ = ����� = 	ℓ�������.
����� =  2W�_� + t̂

S� + v�` � +t̂ S� +
p��. -�6 ����.                                                              �10�

                                         

Now, we explain the relativistic effects on the bound 

states using explanations I and II:  

w. v� � + t̂S� = �e1 + t̂S�� � 
 ≈

≈ � + t̂S�2�  − t̂Sy8�z  + ⋯,
ww. v� � + t̂S� ≈ min< \� + � � + t̂S�� ].
Two approximate methods are usually used for 

predicting the structure of the bound states before 

obtaining the Hamiltonian of the bound state as (ℏ =� = 1) 

�12 \�3 + �_� + t̂S��_ ] + 12 \�� + ��̀ + t̂S��` ]
+ ���. -�� � ���� = �����.        �11� 

or                                                

�t̂S�2� + ���. -�� �  ����
= �� − 12 ��_ + �`�
− �_��` + ��̀�_�_�` � ����,                �12�  

where � is the reduced mass and �_,`�� the constituent 

mass of particles in the bounding system. The n-

dimensional modified Schrödinger equation could be 

presented using [8-10] 

12�m�3 ##� ��m�3 ##�A ���� 

− ℓ�ℓ + Z − 2�2�� ���� + �p��. -�����
+� \� − 12 ��_ + �`� − �_��` + ��̀�_�_�` ] ����
= 0.                                                                    �13� 

Spin-orbit interactions at finite temperature in low 
dimensional bound states can be presented in the 
potential types: Cornell, Coulombic, and strong 
interactions by the exponential relations [8].              
The Coulomb-temperature potential is described             
by the exponential function p��, -� ≈− 3S exp�−��-���-��� the reduced mass [7] at  - ≠ 0. Using the approximation of the exponential 
function  

exp�−��-���-��� = � \�−��-���-���mZ! ]%
md
 ,

we obtain  

p��, -� ≈ − 1� + +�-���-� − ��-����-����+. ..
Therefore, the Hamiltoni of the exciton system is as 

follows [11,5] 

�−12� � ����� + 2� ��� − ℓ����
+ + �−1 + +�-���-�� − ��-����-������
+ �klOmk� ����
= 	
�������.                                                                    �14�
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One can describe the exact temperature relation in the 

Coulomb potential by 

p��, -� = �R�<�s�S =
      = � \1 − ��-�� + ���-����2

 ].
We modify the variables in the starting Schrödinger 

equation based on the projective unitary representation 

method in the quantum field theory for the ground state 

at a finite temperature with described spin-orbit 

interactions. This state is described as an infinite 

number of oscillators that keep their oscillating 

character in interactions. 

 To use quantum field methods, we have to change 

variables in Eq. (14) for the linear interaction terms of 

the Coulomb potential by replacing a new variable in 

the f-dimensional axillary space. Now, based on the 

asymptotic properties (� → ∞, � → 0� of Gaussian 

type � = ��� and  ���� → ���� = ��������,  where �
is a parameter to be determined; in the charge potential 

such a modification is performed by � ≅ 1 where the 

electron-hole wave function becomes an oscillator. 

Using the radial Laplacian operator in the Z-dimension 

space one can define the radial Laplacian operator in the f-dimensional (f = 2� + 2� axillary space [2]: 

�S = #�#�� + Z − 1� ##� →
�� = #�#�� + f − 1� ##�.

where 

# #� = #�#� ##� = 2 ##� \� 3��]6 ##� = � 12� �3���A ##�,
#� 
#�� = ##� ##� = � 14�� ���y�A × \ #� 

#�� + 1 − 2�� ##�].
Here, the wave function should have the Gaussian type 

solution for large distances and we apply the projective 

unitary representation method variables from ���� →�������� and the transformation canonical variables as 

Wick ordering creation and annihilation operators (see 

[2] for more details) �� = r���r��
W��� ,   t̂� = v��� r���r��

O  , then 

determine  

�� = f2�
 ,      �y = f�f + 2�4�
� ,     t� = f�
2
and define the Hamiltonian (14). Equation (14) in a new 

auxiliary space is obtained 

g
�	ℓ, -� = t̂��2 �����  + 4����klOm����� − 4���	
�����+ �−4� + 4+���� − 4��z�y������= 0 .                                                     �17�
Now, we can find the renormalization of the bound state 

parameters like wave function which allows us to 

introduce the zero approximation in the projective 

unitary representation method and then find the 

eigenvalue of the ground state energy g
�	
�. Thus, Eq. 

(17) is written in the form 

g
�	
. -� = ��-. �
� − 	
��-. �
� = 0,
or 

g
�	
. -� = �f4 �
 − 4� +
+ 2�f�
 �3∇Sp���������� + 2�f�
 �∆Sp����� �� _�� `�  

+ 2+��f�
 − ��zf�f + 2��
� � − 2�f�
 	
 = 0, �18�
where we suppose ��� = ��3 + ���  (��3 = �_ ,    ��� = �`) 

for the sum of two particles’ spin in the exciton system 

(spin-orbital and spin-spin equations) where we will 

have 

�klOm = ��� + ��� →
��� = 2�f�
 �3∇Sp����������,  
��� = �<f�� �∆Sp����� �� 3�� ��,        
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( )

1 1 2 2

1 2

,

( 1) ( 1) ( 1)ˆ ˆ( ) ,
2

( 1) ( 1) ( 1)ˆˆ( ) ,
2

j S

S S S S S S
S S

j j S S
LS

= +

+ − + − +
=

+ − + − +
=

l

l l

                     (19) 

where based on the projective unitary representation 

conditions (Eq. (18)), we find 

g
�	
, -� = 0,   #g
�	
, �#�
 = 0,                                �20
�and the ground state energy 	
 = 	
��. -� and  also the 

pure oscillator frequency of the exciton system in the 

ground state �
 = �
�	
, -� at a finite temperature. 

The pure oscillator frequency of the exciton system in 

the Coulomb potential without temperature relation 

reads �
 = W−8� 	�� �. Thus, using formulas (18, 20) 

and (7), then one can determine the mass spectrum of 

the predicted bound state. Based on Eq. (20), the 

electron-hole system as an exciton bound state solution 

by the radial modified Schrödinger equation at a finite 

temperature has been described. For this opinion, the 

projective unitary method of the Schrödinger equation 

is used. The behavior of the exciton bound state at a high 

temperature is very important in low dimension 

materials and thin-film environments. We have 

presented the bound state spin-orbit and relativistic 

mass spectrum based on quantum field theory and have 

determined the relationship between mass spectrum and 

temperature in the Coulomb type potential at a finite 

temperature. The temperature-dependent radial 

modified Schrödinger equation is investigated by 

applying the projective unitary method in the ground 

state wave function of the exciton bound system �ℓ =0, f = 3�. Now, we determine the finite temperature as 

described by [2,12] nonzero and zero temperature spin 

interactions and mass spectrum of the electron-hole. 

Theoretically, results for the spin-orbit interactions are 

presented. Results are used for describing 

�
 = ��� �
�	
, -��� exp I−μ zy�.                         �21�                                      
 The temperature-dependent of exotic electron-hole 

bound state in Molybdenum disulfide (or moly) QDs are 

currently fascinating subjects in SQDs physics. 

Therefore, based on Eqs. (17)-(19) we calculate the 

mass spectrum of moly QDs with and without spin-orbit 

interactions at the  finite temperature that corresponds 

to the in-plate directions of the dielectric constant (gS||). 

The mass spectrum of exciton in the 1s, 2s, and 3s states 

for Molybdenum disulfide quantum dots as a function 

of temperature based on spin-orbit interactions is 

presented in Fig. 1. We may conclude that our current 

results as presented in Fig. 1, are in good agreement 

with currently available experimental data for all states 

of exotic exciton bound state in nano quantum dots [15]. 

The present paper proposed a method for theoretically 

determining the relativistic mass spectrum of exciton at 

finite a temperature with spin interactions and also 

energy eigenvalue within the framework of the QFT, 

QED. An analytic expression was given for masses of 

exotic systems while considering relativistic 

corrections.  

Figure 1. The mass spectrum of exciton in 1s, 2s, and 3s states as a 

function of temperature based on spin-orbit interactions.   

4 Conclusions  
 

 The spin-orbit interactions and the relativistic 

correction to the mass of the electron-hole bound state 

at a finite temperature in low dimension materials and 

thin-films under the projective unitary representation 

are defined theoretically.  For determining the spin-orbit 

interactions at a finite temperature we used the 

Coulomb potential-temperature relation as an 

exponential function and modified the radial 

Schrödinger equation.  The formulas show that the high-

temperature environment, can be affected by the 

characteristics of the electron-hole bound state in thin 

firms. 

 Based on the description method one can conclude that 

the theoretical results of this work are expected to define 

new possibilities and properties of thin films at a finite 
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temperature which can be used for new materials, 

microelectronics production, and semiconductor chips.  

 The obtained theoretical data can be useful in today’s 

researches and can open high perspectives to determine 

the new characteristics of poly-excitonic systems. We 

have studied the exciton properties in thin films at finite 

temperatures. We have calculated the constituent mass 

of particles based on relativistic correction to the mass. 

In the above calculations, we have theoretically found 

that the relativistic behavior on the mass of electron-

hole in the exciton system increases with increasing 

temperature. The mass of the exciton system in 1s, 2s 

and 3s states as a function of temperature based on spin-

orbit interactions are determined and calculated. Based 

on �
 = W−8� 	(� ). The ground state amplitude at 

finite temperature - > -
 will be higher than the 

amplitude at -
 (-
 is the laboratory or 

room temperature or usually either (-
 =20÷25 C).  
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 In this research, ZnSe thin films were deposited on glass substrate by the thermal 
evaporation method with deposition rates of 0.2, 0.4, 0.6, and 0.8 nm/s and with a constant 
thickness of 250 nm. All samples were annealed for 100 minutes at a temperature of 400 
°C. Various techniques such as UV–Vis spectrophotometer, X-ray diffraction (XRD) 
analysis, and scanning electron microscope (SEM) were used to investigate different 
physical parameters such as energy band gap, refractive index, extinction coefficient, 
dielectric constant, and porosity of the ZnSe thin films.  The influence of the deposition 
rate on the mentioned parameters was investigated. The XRD patterns showed that the 
ZnSe thin films have a cubic structure. The structural parameters such as lattice constant, 
crystallite size, strain, and dislocation density were determined for different samples. The 
maximum average transmittance of %93.1 in the visible wavelength region was obtained 
for the deposition rate of 0.6 (nm/s). The optical band gap was calculated using the 
derivation of absorption spectrum fitting (DASF) method, and the values of the energy 
band gap were obtained in the range of 3.71�0.01 to 3.98�0.01 eV. The XRD results 
acquired from the Williamson-Hall method showed that the crystallites size and strain of 
different samples were achieved in the range of 21.6�1.1 to 42.9�2.3 nm and 
(0.61�0.02)×10-3 to (2.89�0.04)×10-3, respectively. Finally, the relation between the 
optical and microstructural properties of the ZnSe films was studied. 

1 Introduction 

 In recent years, thin-film science has grown 
considerably among various scientific domains as 
much research has been done in this field. Among 
optical thin films, semiconductors play an important 
role. ZnSe is a semiconductor of two known 
compounds with a bright yellow color that has two 
hexagonal and cubic crystalline structures  [1]. This 
compound has high chemical stability, and it's 
interesting properties include a wide band gap, high 

refractive index, and high optical sensitivity  [2–5]. 
Based on these special properties, ZnSe has various 
applications in thin film solar cells as buffer layer  [6–
8], cell imaging, humidity and gas sensors  [9], thin 
film transistors  [10], lasers  [11], photo-detectors 
 [12], blue-green zone of visible wavelength in light-
emitting diodes  [13], field emitter  [9], and 
hydrophobic coating  [14]. Therefore, the study of 
optical properties and detailed structural analysis are 
important to provide knowledge on the promising 
ZnSe material. Different methods have been used to 
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deposition of ZnSe thin films, such as RF magnetron 
sputtering  [15], spray pyrolysis  [16], chemical bath 
deposition  [17], molecular beam epitaxy  [18], and 
vacuum evaporation  [19].  

 The ZnSe thin film prepared with the thermal 
evaporation technique are uniform and adherent. The 
optical and microstructural properties of ZnSe thin 
films have been investigated by some growth 
conditions such as substrate temperature, thickness, 
and post-deposition annealing temperature  [20]. To 
the best of our knowledge, according to the literature, 
less attention has been paid to the effect of deposition 
rate on optical and microstructural properties of ZnSe 
thin films deposited by the thermal evaporation 
technique. In this research, the effect of deposition rate 
on the various parameters such as transmittance, 
reflectance, optical band gap, extinction coefficient, 
refractive index, real and imaginary dielectric 
constants, lattice constant, crystallite size, strain, and 
dislocation density of the ZnSe thin films, is 
investigated. Since the relationship between them is 
not yet fully understood and requires further research, 
in this work, an appropriate correlation is established 
between the various parameters, including the optical 
and microstructural properties of ZnSe thin films. We 
also attempt to express the interpretation for each of 
the phenomena that occurrs in different sections. 

2 Experimental details 

 In this study, ZnSe thin films are deposited on the 
glass substrate. The cleanliness of the substrate surface 
is very important and affects the uniformity, optical 
and structural properties of the film. For cleaning of 
the substrate surface, the substrates were washed 
sequentially, in acetone, ethanol, isopropanol, 
Methanol, and then deionized water in an ultrasonic 
apparatus (Parsonic 2600s, Pars Nahand Engineering 
Company) for ten minutes. The substrates were placed 
in a vacuum chamber after drying with nitrogen gas 
flow. The thermal evaporation system (Yar Nikan 
Saleh Company, Iran) was used for film deposition. 
The vacuum chamber is depleted to the base pressure 

of mbar
5102 −

× . The ZnSe powder (Sigma Aldrich 
Company) was used as the target material with 99.99% 
purity. The thickness of the films and deposition rate 
were controlled using the quartz crystal system. 
Samples were prepared at ambient temperature and 

deposition rates of 0.2, 0.4, 0.6 and 0.8 nm/s and in the 
same thickness of 250 nm. All samples were annealed 
in a vacuum with the same conditions at 400 °C for 
100 minutes after the growth process to improve the 
optical properties of ZnSe thin films. The image of the 
fabricated samples at different deposition rates, before 
and after the annealing process, is shown in Fig. 1.  
Transmittance data and optical reflection of the films 
were measured by a double-beam spectrophotometer 
(Shimadzu UV-3100 model). The microstructure of 
ZnSe films was determined using X-ray diffraction 
(XRD, X′ Pert-Pro MPD, Panalytical Company) and 
the surface morphology of ZnSe films was determined 
using Scanning Electron Microscope (SEM, VEGA-
TESCAN-LMU model). 

 
 
Figure 1. Image of the fabricated ZnSe thin films at different 
deposition rates, before and after the annealing process. 

 

3 Discussion   

 The transmission (T) of ZnSe thin films was measured 
versus wavelength (λ) using a spectrophotometer 
apparatus. The transmittance of the samples, with  
various deposition rates before and after the annealing 
process, is shown in Figs. 2a and 2b, respectively. The 
presence of ripples in Fig. 2a can illustrate the 
interference effects inside the film. Thin film 
interference is a phenomenon in which light waves 
reflected from the upper and lower boundaries of a thin 
film interfere with each other, and their interference 
can be constructive or destructive. Following this 
phenomenon, maxima and minima occur in the 
transmission spectrum, and its diagram shows the 
oscillating behavior.  

Figure 2b shows the transmittance spectrum of the 
films after annealing at 400 °C. According to this 
figure, by increasing the deposition rate, the absorption 
edge has been shifted towards a longer wavelength. 
This change in the transmittance spectrum can be 
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related to a change in the structural nature of the films 
 [20]. The absorption edge is located in the ultraviolet 
region for all samples. As shown in Fig. 2b, 
transmission in the visible region is uniform due to 
heat treatment, and its value is more than %83 for all 
samples in this region. According to the figure, its 
average value in the visible wavelength region for the 
deposition rates of 0.2, 0.4, 0.6 and 0.8 nm/s, is %83.5, 
%90.5, %93.1 and %86.9, respectively. 

Figure 2. Plot of the transmission as a function of wavelength with 
different deposition rates (a) before annealing, (b) after annealing 

at 400 °C. 

 In general, the transparency of the films has improved 
after the annealing process. The reflection of the 
samples after the annealing process is shown in Fig. 3. 
As can be seen, the amount of the reflection in the 
visible region is less than %20, which is due to the 
dispersion and more transmission of these films in this 
region [21].   

Figure 3. Plot of reflection of ZnSe thin films deposited at different 
deposition rates after annealing at 400 °C. 

 The absorption coefficient (α(λ)) can be obtained from 
reflection and transmission data as follows  [22]:  

� = 1� ln �	1 − ��

� �,                                                     	1�                              

                                                                                                               
Where α, d, R, and T are the absorption coefficient, 
film thickness, reflectance and transmittance, 
respectively. 

 To further investigate the optical properties of the 
samples, the extinction coefficient (k) and refractive 
index (n) were calculated. The extinction coefficient 
(k) is obtained as follows: 

� = ��4� .                                                                              	2�
                           
 In this equation � is the photon wavelength. The 
extinction coefficient as a function of wavelength is 
shown in Fig. 4a. According to this plot, the extinction 
coefficient of the samples in the ultraviolet region is 
higher than its value in the visible region, which 
indicates that the films are transparent in the visible 
region. For all samples, the extinction coefficients are 
almost constant and uniform, which shows that the 
annealing of the samples are well done and the 
samples are more regularized after heating  [23]. 
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Figure 4. (a) Extinction coefficient, and (b) refractive index versus 
wavelength for the samples with different deposition rates, after 
annealing at 400 ºC. 

 
The refractive index is one of the essential properties 
of an optical material because the refractive index is 
attributed to the electron polarization of the ions and 
the local field within the material  [24]. The refractive 
index (n) was calculated using Eq. (3), which is written 
as a function of reflection (R) and extinction 
coefficient (k): 

� = �1 + �1 − �� + �� 4�	1 − ��
 − �
�.                           	3� 

                                                                                             

The variation of refractive index versus wavelength are 
shown in Fig. 4b. Their values at the absorption edge 
with deposition rates of 0.2, 0.4, 0.6 and 0.8 nm/s are 
2.09�0.17, 2.11�0.13, 2.13�0.09 and 2.14�0.15, 
respectively. The high refractive index for the ZnSe 
film makes it suitable for use in optoelectronic 
applications  [3]. Furthermore, according to Fig. 4b, 
the refractive index at shorter wavelengths has a higher 

value for all samples, which may be associated with 
the fundamental band gap absorption  [25]. It is 
observed that for all samples, the refractive index has 
fluctuated with decreasing wavelength, which can be 
applied in infrared tools  [26].  

Table 1: The porosity and optical parameters of the ZnSe thin films 
prepared at different deposition rates 

  
 The refractive index of the films has a direct effect on 
the porosity of the films. The porosity of the films is 
obtained by using Eq. (4)  [27]: 

porosity = �1 − �
 − 1�&
 − 1�.                                            	4� 

                
In this equation, n is the refractive index, nd is the 
refractive index of pore-free ZnSe where its value is 
2.67  [9]. The results of the calculations are presented 
in Table 1. The porosity of the sample with a 
deposition rate of 0.6 nm/s is the highest porosity of 
the films which can show a smaller packing density in 
this sample. The dielectric constant was calculated in 
ZnSe thin films according to the following equations: 

'( = �
 − �
,                                                                    	5�  '
 = 2��.                                                                           	6�
            
The lower dielectric constant values can lead to 
induction polarization in material  [12]. In the above 
equations, ε1 and ε2 are real and imaginary parts of the 
dielectric constant, respectively.  The variations of the 
real dielectric constant as a function of wavelength for 
annealed samples at various deposition rates are shown 
in Fig. 5. As can be seen, the real dielectric constant 
with increasing deposition rate up to 0.6 nm/s 
decreases and thereafter increases. 

Deposition rate 
(nm/s) 

n 
(at absorption edge) 

Porosity  Eg (eV) 

0.2 2.09�0.17 0.52 �0.17 3.98�0.01 

0.4 2.11�0.13 0.73�0.26 3.86�0.01 

0.6 2.13�0.09 0.82�0.26 3.76�0.01 

0.8 2.14�0.15 0.65�0.28 3.71�0.01 

Deposition rate 
(nm/s) 

ε
 
(λ= 550 nm) 

ε(  
(λ= 550 nm) 

K 
 (λ= 550 nm) 

0.2 0.118�0.017 3.91�0.67 0.030�0.002 

0.4 0.055�0.007 2.65�0.41 0.017�0.001 

0.6 0.029�0.004 2.10�0.42 0.010�0.001 

0.8 0.074�0.009 3.16�0.52 0.021�0.001 
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Figure 5. Variation of the real dielectric constant versus the 
wavelength for samples with different deposition rates. 

 The values obtained for dielectric constants at 550 nm 
are shown in Table 1. The real part of the dielectric 
function reflects the permittivity of the material lattice 
and the imaginary part is related to the absorption.  

 In addition, the optical band gap energy was 
determined based on the derivation of the absorption 
spectrum fitting (DASF) method. The absorption 
coefficient (α(λ)) can be written in terms of � by the 
following equation  [28]: 

�	�� = -	ℎ/�01(� �1� − 1�2�0 ,                               	7�
                        
where �2, B, h, c, and m are the wavelengths attributed 

to the energy gap, a constant, Planck’s constant, the 
velocity of the light, and the optical transition index of 

charge carrier, respectively. We can substitute � = 45  

(ν is the light frequency) in Eq. (7) and after some 
simplifications, we obtain the following equation:  

�	��ℎ6 = -	ℎ7 − ℎ72�0,                                             	8�   

     
and then: 

ln	�ℎ6� = 9�- + : 9�;ℎ7 − <2=.                              	9�   

                   
By differentiating both sides of Eq. (9) with respect to ℎ7 gives: 

�{9 �	�ℎ6�}�	ℎ7� = :	ℎ7 − <2� .                                         	10�

            

The plot of 
&{A B	CDE�}&	D5� versus ℎ7 is shown in Fig. 6. It 

is clear that this plot has a discontinuity in a certain 
amount of energy, which is the band gap energy (ℎ7 =<2). The band gap values of the samples are presented 

in Table 2. As can be seen, the energy gap decreases 
from about 3.98�0.01 to 3.71�0.01eV with increasing 
the deposition rate, which is probably due to the 
increase of the crystallite size and effect of quantum 
confinement  [29]. The range of optical band gap in 
our samples is well matched to the optical band gap of 
ZnSe thin films grown by the chemical bath deposition 
(CBD) method  [30]. 

Figure 6. Discontinuity plot of 
&{A B	CDE�}&	D5� versus ℎ7 for the ZnSe 

films deposited at different deposition rates. 

 The relationship between the refractive index (n) at 
the absorption edge and the energy band gap of the 
films can also be investigated according to the Herve–
Vandamme model as  [31]: 

� = �1 + 	 13.6<2 + 3.47�
.                                              	11�
                     
According to this model, �
 is directly proportional 
to 	<2 + 3.47�1
. Fig. 7 shows that the variation of �

follows this model well. As can be seen, the refractive 
index trend at the absorption edge is inversely 
proportional to the optical band gap trend. Similar 
behavior is also observed in ZnSe layers fabricated by 
the chemical bath deposition method (CBD)  [30]. It is 
also well known that the nonlinear optical 
susceptibility (χ(3)) is inversely related to the energy 
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band gap and therefore increases with decreasing the 
energy band gap  [32]. According to the literature, 
materials with higher χ(3) and lower Eg are suitable 
options and promising samples in optical device 
manufacturing and different applications such as fast 
optical switching devices, optical limiting, and high-
speed communication devices  [33]. 

Figure 7. Variations of �
 as a function of 	<2 + 3.47�1
. 

3.1 Microstructural properties 

 The structural and microstructural properties of ZnSe 
thin films, such as the lattice constant, crystallite size, 
strain, and dislocation density, were also investigated 
with different deposition rates. In order to specify the 
mechanisms and determine the structure of these films, 
the XRD pattern was prepared (see Fig. 8). By 
studying the XRD analysis of samples, the peaks 
intensity at the angles of 27.16˚, 45.30˚, and 53.21˚ are 
related to preferential orientation of the planes (111), 
(220), and (311), respectively. In addition, by 
increasing the deposition rate, another peak is created 
at 72.67˚, which indicates the reflection of the (331) 
plane. Ion et al.  [34] have observed similar peaks for 
ZnSe films deposited by the Rf-sputtering method.  
The peaks are in good agreement with JCPDS card No. 
37-1463 and the XRD results show that these films 
crystallize in the cubic structure.  

Figure 8. The XRD patterns of the ZnSe samples with different 
deposition rates. 

 The crystallite size (D) is also calculated with the help 
of XRD pattern data using the Williamson-Hall 
formula from the following equation  [35]: 

F cosθ = �λH + 4ε sinθ,                                               	12�
where λ = 1.54056 Å, K is a shape factor which is 0.9 
for spherical grains,  β is the full width at half 
maximum (FWHM) in radian, Bragg’s diffraction 
angle (θ) of XRD peak is in degrees, and ε is the 
strain. The relationship between F cosθ and sinθ  for 
the samples grown at different deposition rates is 
shown in Fig. 9. 

Figure 9. Relationship between F cosθ and sinθ  for different 
samples. 

 Since a good linear relationship was observed, the 
strain and crystallite size can be attained from the 
slope and y-intercept of the linear relationship between 
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F	cosθ and sinθ.  Also, the lattice constant (a) for the 
cubic lattice of ZnSe can be obtained from the 
following equation  [30]: 

I � �J.
 � �
 � 9
	,																																																				13� 
   

where h, k, and l represent the Miller’s indexes and d is 
the lattice spacing. The dislocation density (K) which 
is defined as the length of dislocations lines per unit 
volume of the crystal is calculated from the fallowing 
relation  [36]:  

δ �
2√3 M '
 N

(



O M H N
,																																																							10� 

  

where Burgers vector (b) is equal to 
P√Q



. The structural 

properties of the thin films of ZnSe with four different 
deposition rates (0.2, 0.4, 0.6, and 0.8nm/s) for the 
preferential orientation of (111) are given in Table 2.  

Table 2: Structural and microstructural properties of ZnSe films 
with different deposition rates. 

Dislocation 
density (δ) 

(×10-4) (nm-2) 

Strain (ε)
(×10-3) 

crystallite 
size 

(D) (nm) 

Lattice 
constant  
(a) (Å) 

Distance 
between 

planes (d) 
 (111) (Å) 

Deposition 
rate (nm/s) 

9.43�0.79 2.89�0.04 21.6�1.1 5.67�0.11 3.277�0.063 0.2 

4.49�0.36 1.80�0.04 28.3�1.4 5.66�0.15 3.271�0.086 0.4 

2.33�0.25 1.14�0.04 34.6�1.8 5.65�0.13 3.265�0.075 0.6 

1.00�0.11 0.61�0.02 42.9�2.3 5.67�0.16 3.277�0.092 0.8 

 By increasing the deposition rate from 0.2 to 0.6 nm/s, 
the distance between the planes (111) and the value of 
the lattice constant decreases and thereafter increases. 
Among these samples, the sample grown with a 
deposition rate of 0.6 nm/s is closer to ZnSe bulk 
lattice constant (5.65 Å). For comparison, the lattice 
constant values for the samples are in good agreement 
with the ZnSe thin films grown by the electron beam 
deposition technique  [37].  

The dislocation density and strain reduce with the 
deposition rate. The plot of the dislocation density and 
the crystallite size versus the deposition rate is shown 
in Fig. 10. As can be seen, the dislocation density 
decreases almost linearly by increasing the deposition 
rate. The crystallite size increases linearly with an 
increase in the deposition rate.  

 The results demonstrated that the deposition rate plays 
an important role in the microstructural properties of 
ZnSe films, and the crystallinity of the film can be 
controlled by choosing a suitable deposition rate.  A 
typically SEM image of a ZnSe sample with a 
thickness of 250 nm and deposition rate of 0.6 nm/s is 
shown in Fig. 11. According to this image, the average 
size of grains is about 64 nm (calculated with 
software), which perfectly confirms the Nano-structure 
of the sample. 

Figure 10. Dislocation density and the crystallite size versus 

deposition rate. 

Figure 11. SEM image of the sample with deposition rate of 0.6 
nm/s. 
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4 Conclusions 

 The ZnSe thin films were deposited on the glass 
substrate with the thermal evaporation method. The 
optical parameters of the thin films are generally 
different from the bulk of the same material. This 
difference in optical parameters is strongly dependent 
on the growth conditions of the film. The dependence 
of the optical and microstructural properties of ZnSe 
films on the deposition rate was studied and the optical 
constants of the samples were determined. By 
increasing the deposition rate between 0.2 and 0.8 
nm/s, the refractive index at the absorption edge was 
changed from 2.09�0.17 to 2.14�0.15. The results 
showed that the refractive index and band gap energy 
had an inverse behavior. From the microstructure 
analysis, it could be concluded that ZnSe films 
crystallize in a cubic structure, and the dislocation 
density and crystallite size almost linearly change with 
the deposition rate. Also, the dislocation density 
decreased from (9.43�0.79)×10-4 to (1.00�0.11)×10-4 
(nm-2) by increasing the deposition rate. The surface 
morphology of the films was determined by SEM, 
which demonstrated the nanostructure of the sample 
with a deposition rate of 0.6 nm/s. Finally, as a 
consequence, the deposition rate has a key role in 
controlling the optical and microstructural properties 
of ZnSe thin films, and it is necessary for developing a 
deeper understanding of the performance of devices 
utilizing these layers.  
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 The ternary titanium chromium nitride (TiCrN) thin film on Si (100) substrate without any 

external temperature was deposited by radio frequency (RF) magnetron sputtering. The 

substrate was kept at a distance of 35 mm from the target. The growth morphology, 

crystalline structure, roughness, contact angle, and thickness of the coatings were studied 

as a function of the input RF power and negative bias voltage. The grazing incident X-ray 

diffraction (GIXRD) results show that TiCrN diffraction peaks appeared only in samples 

with substrate bias = -70 V. The surface morphology was investigated by Atomic force 

microscopy (AFM) and field emission scanning electron microscopy (FESEM). The films 

change from hydrophilic to hydrophobic with the increase of negative bias voltage. The 

roughness and contact angle of the samples increase with the decrease in the RF power 

from 300 W to 200 W. In both cases (a) and (b), the deposition rate increases as a result of 

increase in the target power. 

1 Introduction 

 Of the physical methods to construct ternary metal 

nitrides coatings on an appropriate substrate is the 

physical vapor deposition (PVD) method, that 

magnetron sputtering method is one of the PVD 

methods that include direct current (DC) sputtering 

and radio frequency (RF) sputtering [1, 2]. The 

physical vapor deposition technique for deposition of 

hard coatings has developed because of their wide 

range of applications in industry and research such as 

machine parts and cutting tools [3]. The thickness of 

the coating can also be entirely controlled by this 

method [4]. 

 The binary nitrides coatings such as TiN, CrN, and 

ZrN are commonly utilized to improve the chemical 

and mechanical properties like high hardness, low 

friction coefficient, and good corrosion resistance of 

materials. Despite their perfect properties, the coatings 

show insufficient properties for some applications. For 

example, TiN and CrN coatings are degraded by 

oxidation during machining process at high 

temperatures above 600°C and 800°C, respectively 

[5]. Therefore, in order to suppress this problem, by 

incorporation additional metals such as Al, Zr, Cr, and 

V, coatings consisting of ternary mixed phases with 

improved properties can be obtained. However, the 

stability of the physical-mechanical features of such 

coatings under irradiation is inadequately studied 

which prevents their possible use as radiation-resistant 

protective coatings [6]. By Comparing with binary 

nitride hard coatings, the ternary coatings are very 

flexible due to their performances which may be 

tailored for various applications [7, 8]. Furthermore, 

the nanocrystalline structure more easily is created in 

ternary multi-coatings than binary coatings, because of 

addition atoms impede the base-phase growing in the 
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deposition. Most of the transition ternary metal nitrides 

such as TiAlN, TiCrN, and AlCrN are multi-phase 

materials by different PVD techniques [7]. Among 

these films, the TiCrN thin film because of its 

excellent features such as high hardness, high 

temperature oxidation resistance, low friction 

coefficient, and high chemical wear resistance [9-11] 

has attracted more attention. 

 In general, ternary nitride films such as TiAlN [12-

15], TiZrN [16, 17], TiVN [9], TiCrN [10] and CrAlN 

[18-27] were investigated by different techniques. For 

example, by reactive DC magnetron co-sputtering on a 

silicon substrate [3], ion beam assisted deposition [28], 

medium frequency magnetron sputtering [29], cathodic 

arc deposition [30], arc ion plating [31], and closed – 

field unbalanced magnetron sputtering [32, 33]. In this 

study, we deposited the TiCrN thin films on Si (100) 

substrates by the radio frequency (RF) magnetron 

sputtering method without any external temperature. 

We reported effects of the RF power and bias voltage 

on structural properties, thickness, and surface 

roughness of thin films. 

2 Experimental setup 

 In this study, the TiCrN thin films on the Si (100) 

substrate were deposited using RF magnetron 

sputtering at room temperature. This device (Fig. 1) 

includes a cylindrical stainless steel chamber, two 

pumps, a pressure gauge device to control inside of the 

deposition chamber pressure, and a power supply 

connected to the deposition chamber. Inside the 

deposition chamber, there is a Ti-Cr target with 2 

inches diameter and a substrate holder that was 

mounted in the upper part of the chamber.  

 During the coating process, high purity Ar (99.999 wt 

%) and N2 (99.999 wt %) were used as process gases 

while their flow rates were regulated by mass flow 

controllers. Since the substrate that we used, the Si 

(100) has an oxide layer (SiO2) at its surface, we 

washed it in hydrofluoric acid (HF) to remove the 

oxide layer for about one minute. Then, washed the 

substrate in the ultrasonic bath acetone, ethanol, and 

distilled water respectively for approximately 10 

minutes to remove contaminations and impurities. 

After cleaning the substrate, it was thoroughly dried 

and installed at the sample holder. The vacuum 

chamber was evacuated to base pressure of 10-5 mbar 

using a diffusion pump. Before deposition process, Ar 

gas was introduced into the vacuum chamber to pre-

sputter for 15 min to remove any impurity on the Ti-Cr 

target. The deposition pressure and the distance 

between target and substrate were kept at 0.02 mbar 

and35 mm, respectively. The detailed deposition 

parameters for the TiCrN thin films on the Si (100) 

substrate were presented in Table 1. All the deposition 

processes were carried out at an ambient temperature. 

All the samples were deposited for 1 h. 

Table 1. The deposition parameters for the TiCrN thin films on the 

Si (100) substrate. 

Sample 

Number 

Base 

pressure 

(mbar) 

Power 

(W) 

Bias 

voltage 

(V) 

Ar/N2 

Ratio 

Deposition 

time (min) 

Working 

pressure 

(mbar) 

1 

2 

3 

4 

10-5 

10-5 

 
10-5 

 

10-5 

300 

250 

 
300 

 

250 

- 

- 

 
-70 

 

-70 

1 

1 

 
1 
 

1 

100 

100 

 
100 

 

100 

0.02 

0.02 

 
0.02 

 

0.02 

 

 In this article, we report the synthesis of TiCrN thin 

films using the radio frequency (RF) magnetron 

sputtering method. The structural properties of the 

deposited thin films were evaluated using grazing 

incidence X-ray diffractometer (GIXRD; Philips X'pert 

PW1730, Netherlands) analysis equipped with a Cu 

Kα X-radiation (40 kV, 40 mA, 0.15406 nm), step size 

of 0.05°, and count time of one second per step. Field 

emission scanning electron microscopy (FESEM; FEI 

ESEM QUANTA 200) equipped with an EDX analysis 

working at an acceleration voltage of 12 kV was 

provided to analyze the morphological properties and 

the chemical composition of the samples.  

 
Figure 1. (a) RF magnetron sputtering device and (b) A scheme 

from inside this device. 

 

 The roughness of the samples was obtained using an 

atomic force microscope (AFM; Bruker, Billerica, 

USA) with a scan size of 5×5 μm2 and a scan rate of 1 

(b) 

(a) 
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Hz. The wettability of the surface of the coatings was 

also evaluated by measuring the contact angle of 

deionized water on the specimens using a contact 

angle measurement instrument.  

3 Results and discussion 

3.1 GIXRD analysis 

Figure 2 shows the results of GIXRD patterns of the 

TiCrN thin films deposited on Si (100) substrates for 

the input power of 250 W (samples 2 and 4). In these 

patterns, four compounds, including TiCrN, TiN, Ti2N, 

and CrN are seen. In sample 2, the pattern exhibits the 

diffraction peaks associated with CrN, Ti2N, and Si. 

The diffraction peaks 2Ɵ =25° (Powder Diffraction 

Patterns: 96-110-0032), 37.50, 43.60 and 63.40 (Powder 

Diffraction Patterns: 96-100-8957) are related to Ti2N 

(110), CrN (111), CrN (200) and CrN (220), 

respectively. The diffraction peaks 2Ɵ = 330 and 45.10

are related to Si (211) and Si (400), respectively. In 

sample 4, the pattern exhibits the diffraction peaks 

related to TiCrN, TiN, CrN, and Si. Considering the 

TiN (200) at diffraction angle 2Ɵ = 42.50, CrN and 

Ti2N peaks, it is observed that the TiCrN (200) and 

TiCrN (220) peaks are in the range of these 

compounds [3,30,32].  

Figure 2. GIXRD patterns of samples 2 and 4 (input power of 250 

W). 

 Figure 3 shows the results of GIXRD patterns of the 

TiCrN thin films deposited on Si (100) substrates for 

the input power of 300 W (samples 1 and 3). In sample 

1, CrN (111), TiN (200) and TiN (220) compounds 

and Si (211), and in sample 3, CrN (111), TiCrN 

(200), Ti2N (110), Si (002) and TiCrN (220) 

compounds are seen. When the bias voltage increases 

from 0 V to -70 V, two phases related to TiCrN are 

observed.  The emergence of these new induced phases 

can be due to the fact that the energy and flux of the 

ions are increased. As a result, a large number of target 

ion species arrived on the growing film that lead to the 

stoichiometry changes at the film to form a new phase 

TiCrN. Also, thin film thickness and the intensity of 

TiCrN (220) diffraction peak decrease as the RF power 

increases from 250 W in sample 4 to 300 W in sample 

3. This can be attributed to the etching effect.  

Figure 3. GIXRD patterns of samples 1 and 3 (input power of 300 

W). 

3.2 FESEM and EDS Analysis 

 In this study, the ternary nitride nanostructured TiCrN 

thin films were deposited successfully on Si (100) 

substrates at two cases: (a) without any bias voltage; 

(b) with a bias voltage = -70 V with the same 

deposition parameters. The field emission scanning 

electron microscopy micrographs are shown in Fig. 4. 

The morphology of all samples shows an entirely 

homogeneous and uniform surface of the TiCrN thin 

films. By comparing the samples without bias and 

samples with bias voltage, we observe that for the 

samples with bias voltage, the grain size becomes 

larger while the shape of the particles change. By 

comparing the input power, we see that as the input 

power increases in both cases (a) and (b), the grain size 

becomes smaller and the particle agglomeration 

increases. 

     From the cross-sectional FE-SEM images, as 

shown in Fig. 5, it turns out that the thickness of the 

coating in samples without bias voltage is greater than 
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the bias voltage samples. We observe that as the input 

power increases in both cases (a) and (b), the coating  

 

Figure 4. FE-SEM micrographs of the TiCrN thin films. 

thickness increases. With increasing the input power 

from 250 W to 300W, the coating thickness increases 

from 662 nm to 782 nm in case of without any bias 

voltage, and from 599 nm to 719 nm in case of with 

bias voltage. Also, by comparing (a) and (b) samples, 

we observed a decrease in coating thickness in the 

samples with a bias voltage. 

 

Figure 5: Cross-sectional FE-SEM morphology of the TiCrN thin 

films for samples 2 and 4. 

 According to results of the EDS analysis, it is 

observed that under the same conditions, in the sample 

without the bias voltage, more atoms of titanium, 

chromium, and nitrogen are deposited on the substrate. 

By comparing the input power, we observe that with 

increasing the input power in both cases, the number 

of atoms deposited on the substrate increases. Figure 6 

shows a typical EDS spectrum and atomic percentages 

of Ti, Cr, N, and Si for sample 2. 

 In Fig. 7, the distribution of each of the atoms is 

shown, which is taken by mapping analysis. Images 

represent the successful deposition of all atoms on the 

substrate. Also, line scan analysis results show the 

successful deposition of TiCrN thin films on the Si 

(100) process. This analysis exhibit that with 

approaches to the sample surface, the presence of Ti, 

Cr, and N atoms increase. The images for this analysis 

is shown in Fig. 8. 

 

 

 

 

 

 

 

 

Figure 6: Typical EDS spectrum of the sample 2. 

 

Figure 7: Typical elemental mapping analysis of nitrogen, silicon, 

chromium, and titanium on the surface of sample 2. 

 

Figure 8. Line scan analysis image of TiCrN thin films related to 

sample 2. 

Element Weight 

% 

N 20 

Si 32 

Ti 27 

Cr 21 
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3.3 AFM results 

 Atomic force microscopy (AFM) images of TiCrN 

thin films are shown in Fig. 9 (Fig. 9A: 2D and Fig. 

9B: 3D images). In this study, the AFM in contact 

mode is used to scan the area of 5 µm ×5 µm.  

Figure 9. (A) 2D-AFM images of the samples deposited and (B) 

3D-AFM images of the samples deposited. 

 With increasing the input power, we observe that the 

root mean square (RMS) roughness and average 

roughness (Ra) values of TiCrN thin films decreases. 

in case (a), by increasing the input power from 250 W 

to 300 W, the RMS values decrease from 5.57 nm to 

4.70 nm and average roughness values decrease from 

4.35 nm to 3.63 nm. In case of (b), by increasing the 

input power from 250 W to 300 W, the RMS values 

decrease from 7.86 nm to 6.55 nm and average 

roughness values decrease from 5.98 nm to 5.13 nm.   

By comparing the samples without bias voltage and 

samples with a bias voltage, we observe that the 

samples without bias voltage have lower RMS. It can 

be seen (Fig. 5) that the thickness of the film decreases 

with a bias voltage. An increase in the substrate bias 

voltage causes an increase in the flux and energy of the 

ions bombardment of the substrate surface.  The atoms 

etch the film, penetrate, will be trapped, and lead to 

film growth defects. Therefore, it increases the 

roughness of the films. 

 As the RF power increases from 250W to 300 W, the 

roughness of the film decreases. The ionization degree 

of target materials is small at lower RF power. The 

relative concentration of large-mass species is more 

than that of small-mass species. Meanwhile, at low RF 

power, the ion kinetic energy is low, the species 

reaching the substrate or the film surface are mainly 

larger-mass species. These larger-mass species are 

appropriate to form clusters and aggregates in the gas 

phase before deposition. Such clusters form 

preferentially on the surface. It leads to more defects 

such as the asperities on the film surface. The 

roughness values of the films deposited are given in 

Table 2. 

Table 2: Roughness parameters of deposited TiCrN thin films. 

Sample number RMS (nm) Ra (nm) 

1 

2 

3 

4 

4.70 

5.57 

6.55 

7.86 

3.63 

4.35 

5.13 

5.98 

3.4 Contact angle results 

 We measured the contact angle of TiCrN thin films 

using the sessile drop method, before and after 

deposition. As seen in Fig. 10, before the deposition 

process, our Si substrate had a contact angle value of 

fewer than 90 degrees (~ 61.70) and it is a hydrophilic 

surface. After the deposition process, the contact angle 

of all samples increased. The interesting point is the 

relationship between the roughness and the contact 

angle values of the coatings. As the roughness of the 

surfaces increases, their contact angle increases, and 

vice versa. The results show that the contact angle of 

the samples with a bias voltage is more than the 

samples without any bias voltage. This means that by 
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giving the bias voltage to the substrate, the surface of 

the coating is being hydrophobic, whereas it has 

previously been hydrophilic. On the other hand, with 

increasing the input power in both sets of samples, the 

contact angle decreases. As can be seen the Fig. 10, 

sample 4 has the highest contact angle value and is 

more hydrophobic than the rest of the samples. 

 

Figure 10. Variation of sample contact angle with different 

samples. 

 The water contact angle depends on the surface 

roughness, while can be explained by two models: 

Wenzel and Cassie-Baxter models [34]. Based on the 

Cassie-Baxter model, when the roughness of the 

surface increase, the proportion of air pocket increases 

correspondingly, and the contact angle should increase 

in the order of surface roughness from small to large. 

This is consistent with our results. 

4 Conclusions 

 The ternary nitride TiCrN nanostructured coatings 

were deposited successfully on Si (100) substrate at 

room temperature using the RF magnetron sputtering 

method. The effects of the input RF power and bias 

voltage on the structure and properties of the TiCrN 

coatings has been studied. The results of the GIXRD 

analysis show that the TiCrN thin film peaks appeared 

in samples with substrate bias=-70 V. The intensity of 

TiCrN (220) diffraction peak decreases as the RF 

power increases from 250 W in sample 4 to 300 W in 

sample 3. When the bias voltage increased from 0 V to 

-70 V, two phases related to TiCrN were observed. 

The FESEM images demonstrate quite a uniform 

surface with the homogenous distribution of the grain 

sizes. The cross-sectional FESEM images show that 

the thickness of the film decreases with a bias voltage. 

With increasing the input RF power from 250 W to 

300 W without bias voltage, deposition rate increases 

from 11 nm/min to 13 nm/min. As the RF power 

increases from 250W to 300 W, the roughness of the 

film decreases. The contact angle of the samples with 

bias voltage was more than the samples without 

voltage. 
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